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Abstract

Multimodal emotion recognition gets increasinglyrmattention from the scientific society. Fusingether information coming on
different channels of communication, while takingpi account the context seems the right thing tdDdwming social interaction the
affective load of the interlocutors plays a majaler In the current paper we present a detailetysiseof the process of building an
advanced multimodal data corpus for affective stat®gnition and related domains. This data coqumains synchronized dual
view acquired using high speed camera and higtityaaidio devices. We paid careful attention togheotional content of the corpus
in all aspects such as language content and fexfakssions. For recordings we implemented a TVhpter like software which

controlled the recording devices and instructedaitters to assure the uniformity of the recordingghis way we achieved a high
quality controlled emotional data corpus.

_ through prosody. Buchan et. al. (Buchan et. al.7200
1. Introduction analyzed what the subjects are watching while ¢yim

The affective state of a person is very importaritiman ~ understand what people are saying or what facial
communication. During social interaction humans €xpressions are they showing. They showed that the
express their affective state through a large tarad distribution of gaze is dependent on the distritrutof
channels, such as facial expressions, communicativénformation in the face and on the goals of the.useras
gestures like body posture, emotional speech, &twe concluded as welllthat emotion reIaFed mfprmatlsn
semantic content of our communication is largely SPréad on the entire face. Notable is for instatfee
enriched by transmitting to the interlocutor ourrent ~ Cconcentration of the gaze around the nose whesighal
affective state. The affective state influenceswiag we {0 noise ratio decreases.

interact with our interlocutors, our actions anedatéons

to certain situations. Also, in the case of humamputer ~ Data corpora are an important building block of any
interaction, it would greatly increase the quality our scientific study. The .data corpus should prowde th
experiences if the machine would be able to adaptit ~ Means for understanding all the aspects of a givecess,
affective state. We can imagine for instance thatare ~ direct the development of the techniques toward an
involved into a crisis situation and we use our P@A ~ OPtimum solution by allowing for the necessary
communicate to and receive indications from a @¢ntr calibration and tuning of the methods and also gved
crisis management center. Knowing the affectiveesth ~ means for evaluation and comparison. Having a glatl

the user the system can adapt the content andtlafthe ~ COrPus (i.e. well designed, capturing both genemal also
messages to increase their receptivity. The systmdo ~ Particular aspects of a certain process) is oftgrefp for

this transparently, for all users without requirihgt the ~ the researchers in this field as it greatly infles: the
sender is aware of this. In this way we can opinttze research results. Having this in mind we decidelui¢d
search and rescue activities. There are many otheSUch a data corpus. A good data corpus should aave
applications of affective state recognition, to maafew ~ 9ood coverage of the process it going to be ingast
more: children toys which can tailor to the chilireeeds ~ Such that every aspect should get a fair slice.

in each moment, any public kiosks, ATMs, driveresaf o ) ]
systems, etc. We present in this paper a detailed analysis optheess

of building an advanced multimodal emotion datgpasr

As in the case of speech recognition (McGurk and for the Dutch language. We strongly believe thatrisiy
MacDonald 1976) people use context information OUr experiences is the first step for understandfreg
acquired through different communication channels t iSSues around building a reliable data corpus. ivés@n
improve the accuracy of the affective state redogmi @ future standard for data corpora that combinesitws

For instance speech and emotion recognition are two®f the entire scientific community.

much interconnected processes, which influence each N .

other. The exact influence is not completely elatad. 2. Recordings’ settings

Our speech influences the facial expressions and ouThis section presents the settings used while dorgpi
facial expressions influence our speech. Of cotinee  the data corpus. Figure 1 shows the complete iroftes
affective state of the speaker is largely trangditt setup. We used a high speed camera, a professional



microphone and a mirror for dual view synchroniazati
The camera was controlled by the speaker, through a
prompter like software. The software was presentirey
speaker the next item to be uttered together with
directions on the speaking style required. Thisvioled

us with a better control of the recordings.

2.1 Audio and Video devices

The audio and video quality is an important isSude
covered. An open question is for instance, whahés
optimum sampling rate in the visual domain? Current
standard for video recording frame rate ranges 2drmp
to 30 frames per second, but is that enough? A firs
problem and the most intuitive is the difficultyiandling
the increased amount of data, since the bandwitided

is many times larger. A second problem is a tecnic Figure 1: The setup of the experiment.
problem and is related with the techniques useéuiing ) .
the audio and video channels. Since itis commantige N the case of video data recording there are getar

to sample the audio stream at a rate of 100 feaggwrs  Number of important factors that control the susaéshe

per second, in the case when the information isfisan ~ "esulted data corpus. Hence, not only the enviremme
early stage, we encounter the need to use inteipolo but also the equipment used for recording and other
match the two data sampling rates. A third isshet t Settings is actively influencing the final resulthe
actually convinced us to use a high speed camera, i €nvironment where the recordings are made is very
related to the coverage of the visemes during ciegr important since it can determine the illuminatidnttee
namely the number of frames per visemes. In thepap Scene, and the background of the speakers. We use
Chitu and Rothkrantz 2007 it was showed that the Mono-chrome background so that by using a “chroma
visemes coverage becomes a big issue when therspee&@Ying” technique the speaker can be placed irewfit
rate increases. While talking with experts from tinain ~ locations inducing in this way some degree of Misua
and speech domain we learned that recording at 225H NoIse.

should cover almost every movement on a persont. fa

There are, however, movements like the lips vibrati For recording the audio signal we used NT2A Studio
when the air is pushed with high speed througticibsely Condensators. We recorded a stereo signal usiagple
closed lips that require some 400Hz for exact miogr ~ 'ate of 48kHz and a sample size of 16bits. The dais
Therefore we decided to use a high speed camera foptored in PCM audio format. The recordings were
video recordings. As we aim to discover where thestm conducted in controlled laboratory environment. We
useful information for emotion detection lies anewant ~ considered that it is more advantageous to havyeged

to give the possibility for developing new applicas we ~ quality recordings and degrade them in a post s®es

face in our corpus. the required conditions and later superimposed hen t
clear audio data. An example of such database is

When one goes outside the range of consumer devicedNOISEX-92 (Varga and Steeneken 1993). This dataset
things become extremely more complicated and defjni ~ contains white noise, pink noise, speech babbipifa
more expensive. The quality of the sensors andhtige noise, car interior noise, etc.

bandwidth necessary to stream high speed viddetB €
makes high speed video recording very restrictile. I !
used for recording a Pike FO32C camera built by AVT

The camera is capable of recording at 200Hz inkidan '
white, 139Hz when using the chroma subsampling rati
4:1:1 and 105Hz when using the chroma subsampling
ratio 4:2:2 while capturing at maximum resolution
640X480. By setting a lower ROI the frame rate ban
increased. In order to increase the Field Of ViE@Y),

as we will mention later, we recorded in full VGA
resolution. To be able to guarantee a fix and umifo
sampling rate and to permit an accurate synchrtaiza
with the audio signal we used a pulse generatoaras
external trigger. A sample frame is shown in Figlir&o
acquire a synchronized dual view we used a mirtackv 2.2 The Prompter Tool

was placed behind the speaker &t é®e Figure 1). Using a high speed camera increases the storags faze

Figure 2: Sample frame with dual view.



the recordings. It is almost impossible to record
everything and than during the annotation procasshe
clips at the required lengths. One main reasdmaiswwhen
recording in high speed high resolution the bantiwid
limitation requires that the video be captured fwe t
memory (e.g. on a RAM Drive). This makes the clips
have a maximum length of approximately 1 minute,
depending on the resolution and color subsampltig r
used. However, we needed anyway to present th&eea
with the pool of items required to be uttered. Weld
therefore a prompter like tool that provided theruthe
next item to be uttered together with some insionst
about the speaking style and also controlled tHeovand
audio devices. The result was synchronized audib an
video clips already cropped to the exact lengththef
utterance. The tool provided the speaker the piisgito
change the visual themes to maximize the visibikityd
offer a better recording experience.

Figure 3: Prompter view during recordings.

The control of the software was done by the speaker
through the mouse buttons of a wireless mousewhat
taped on the arm of the chair. After a series iafsrwe
conclude that this level of control is sufficiemdanot
very disruptive for the speaker. The tool was aised to
keep track of the user’s data, recording takes and
recording sessions.

2.3 Emotional speech

There are two different approaches to collect datan
emotion database: by capturing real data or bydimdu
the emotional status to the actors. The first apginas
almost impossible to be used because of all thigadth
issues linked with trust and personal intimacy. réfare
we collected a set of stories which carried a gfron
emotional load. We asked each speaker to readstaigh
and then transpose him/herself into the right &ffec
state and utter a set of 5 appropriate sentences as
possible reaction to the particular story. Of ceuasgood
question regarding this approach would be whether t
quality of the expressed emotions is preservedther
recorded material contains artificial performandegeal

life it is very difficult to select isolated emotis; usually
people show an amalgam of emotions. The speakees we
divided into two groups: professional actors and/ena
speakers. All speakers were native Dutch. Thiseig v
important for the case of emotional speech sinee th

performance of the speaker could get less genuide a
definitely less spontaneous as result of the speake
spending more time in preparing his speech. Howetver
could be very interesting to analyze the cultuftda on
expressing ones’ emotions through facial expresséonl
prosody. We recorded 21 emotions which are listed i
Table 1. An example of the story and reactions deed
recordings is given in Table 2.

# Emotion # Emotion

1 JAdmiration 12 |Fear

2 |JAmusement 13 |Fury

3 |Anger 14 |Happiness

4 |Boredom 15 |indignation

5 |Contempt 16 |Interest

6 |Desire 17 |Pleasant surprise
7 |Disappointment 18 |Unpleasant surprisg
8 |Disgust 19 |[Satisfaction

9 |Dislike 20 |Sadness

10 |Dissatisfaction 21 |Inspiration

11 |Fascination

Table 1: List of emotions considered for recordings

Dutch original

Emotie: “Bewondering”
Vertelling: “Je loopt samen met een vriend/vrier
door een dure winkelstat in Amsterdam en ziet in
etalage een jas hangen die je altijd al had w
hebben. Je droomt over wat je zou doen als je dld
had om deze jas te kopen. Je gaat voor de etaizg
en denkt...”
Reactie:

R1: Oooohhh...

R2: Dat ziet er goed uit!

R3: Die zou ik graag hebben!

R4: Was die maar van mij!

R5: Zodra ik mijn geld heb, is die jas van!mij

English approximative translation

Emotion: “Admiration”
Story: “You walk together with your friend/girlfrier
in front of a fancy store in Amsterdam anoluysee i
the store’s window a coat that you always wantedl
dream of what you would do if you have had the ny:
to buy the coat. You stand in front of the windomd
think....
Reaction:

R1: Oooohhh...

R2: That looks so nice!

R3: 1 would really want it!

R4: That is for me!

R5: As soon as I'll have money, that coat inen

Table 2: Story and possible reactions for “admurati



. consist of high speed recordings of synchronized! du
3. Demographic data recorded view of speaker faces while uttering emotional shesnd

As we specified in the introduction a proper cogeraf ~ Showing the appropriate facial expressions. It &hou
the variability of the speakers is needed to assiiee  Provide a sound tool for training, testing, comgari and
success of a data corpus. We also have seen énatisha tuning a highly accurate affective state recognizbere
language use difference between speakers. Thisbean are still many questions to be answered with reisfiec
used for instance to develop adaptive recognizers.building a data corpus. For instance which modssitire
Therefore we recorded for each speaker the follgwin important for a given process, and moreover whéthes
data: gender, age, education level, native langage relationship between these modalities. Is there any
well as whether he/she is bi-lingual) and regiorereh important influence between different modalities?
he/she had grown up. The last aspect is used tdifige A Major issue to be addressed is the quality ofeitted
possible particular clusters in the pool of actofee  data. As we specified we plan to use the recordufigise
cultural background of the actors can play an irtgydr professional actors to assess the quality of teeafethe
role in the expressions showed. Persons from diffter ~Naive actors.

cultures might give different meaning to differgestures ~ Our data corpus only contain recordings with indixls
and expressions. In our case since we only codlata showing emotions triggered by reading some emationa
based on native Dutch speakers we expect thatitheal stories, however we only consider scenes with singl
impact to be reduced. However, it is a matter ghauld ~ actors showing “clean” emotions. However, it hasrbe

be investigated anyway. shown that there are multiple situations in refal When
people show in fact an amalgam of emotions. Ttasds
4. Research goals and usability of the should be address as well.

resulted data corpus
As we specified in the introduction the presenterpuas 7. Acknowledgements
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their performances are going to be used for assg#se
quality of the acted emotions by the rest of theorsc
Hence in total we expect to collect more than 5000
performances.

6. Conclusions

We presented in this paper our thoughts and iryetitins
on building a good data corpus. We presented thiege
used during the recordings, the language contehtlan
recordings progression. The new data corpus should



