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Abstract — Within the last couple of years, automatic 
multimodal recognition of human emotions has gained 
a considerable interest from the research community. 
By taking into account more sources of information, 
the multimodal approaches allow for more reliable 
estimation of the human emotions. They increase the 
confidence of the results and decrease the level of 
ambiguity with respect to the emotions among the 
separate communication channels. This paper provides 
a thorough description of a bimodal emotion 
recognition system that uses face and speech analysis. 
Basically, we use hidden Markov models - HMMs to 
learn and to describe the temporal dynamics of the 
emotion clues in the visual and acoustic channels. 
 
Key Words — emotion recognition, facial expression 
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1. Introduction 
The complexity of the emotion recognition using multiple 
modalities is higher than the complexity of the unimodal 
methods. Some causes for that relate 
to the asynchronous character of the emotion patterns and 
the ambiguity and the correlation which possibly occur in 
the different informational channels. 
For instance, speaking while expressing emotions implies 
that the mouth shape corresponds to a mix of the influence 
of both the pronounced phoneme and the internal 
emotional state. In this case, the use of the regular 
algorithms we have used so far for facial expression 
recognition [3] show limited performance and reliability. 
In order to apply fusion, the model differentiates the 
silence video segments and the segments that show the 
subject speaking. Basically, we use hidden Markov models 
- HMMs to learn and to describe the temporal dynamics of 
the emotion clues in the visual and acoustic channels. This 
approach provides a powerful method enabling to fuse the 
data we extract from separate modalities. 
The models we build in this paper run emotion analysis on 
the data segments which embody activity in both visual 
and audio channels. In the following section, we present 
the algorithms and the results achieved in some recent and 
relevant research works in the field of multimodal emotion 
recognition. Then, we describe our new system that may 
be used in car environments (figure 1). 

We present the details of all steps involved in the analysis, 
from the preparation of the multimodal database and the 
feature extraction to the classification of six prototypic 
emotions. Apart from working with unimodal recognizers, 
we conduct experiments on both early fusion and decision 
level fusion of visual and audio features. 
The novelty of our approach consists of the dynamic 
modelling of emotions using hidden Markov models 
(HMMs) in combination with Local Binary Patterns 
(LBPs) [17] as visual features and mel-frequency cepstral 
coefficients (MFCCs) as audio features. In the same time, 
we propose a new method for visual feature selection 
based on the multi-class Adaboost.M2 classifier. A cross 
database method is employed to identify the set of most 
relevant features from a unimodal database and to proceed 
with applying it in the context of the multimodal setup. 
We report on the results we have achieved so far for the 
discussed models. The last part of the paper relates to 
conclusions and discussions on the possible ways to 
continue the research on the topic of multimodal emotion 
recognition. 
 

 
Fig. 1: Experimental setup for multimodal emotion recognition in car 

environment 

2. Related work 
 
A noticeable approach for approaching the recognition of 
emotion represents the multimodal analysis. The 
multimodal integration of speech and face analysis can be 
done by taking into account features at different levels of 
abstraction. 
Depending on that, the integration takes the form of fusion 
at the low, intermediate or high levels. The low-level 
fusion is also called early fusion or fusion at the signal 
level and the high-level fusion is also called semantic, late 
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fusion or fusion at the decision level. Several researchers 
have recently tackled these types of integration. 
Han et al. [10] propose a method for bimodal recognition 
of four emotion categories plus the neutral state, based on 
hierarchical SVM classifiers. Binary SVM classifiers 
make use of fusion of low-level features to determine the 
dominant modality that, in turn, leads to the estimation of 
emotion labels. The video processing implies the use of 
skin colour segmentation for face detection and optical 
density and edge detection for face feature localization. 
The algorithm extracts twelve geometrical features based 
on the location of specific key points on the face area. In 
case of speech analysis, twelve feature values are 
computed using the contours of pitch and the energy from 
the audio signal. 
On a database of 140 video instances, the authors report an 
improvement of 5% compared to the performance of the 
facial expression recognition and an improvement of 13%, 
compared to the result of the emotion recognition from 
speech. 
Wimmer et al. [24] study early feature fusion models 
based on statistically analysing multivariate time-series for 
combining the processing of video based and audio based 
low-level descriptors (LLDs). Paleari and Huet [18] 
research the multimodal recognition of emotions on 
Enterface 2005 database. They use mel-frequency cepstral 
coefficients - MFCC and linear predictive coding – LPC 
for emotion recognition and optical flow for facial 
expression recognition together with support vector 
machines and neural network classifiers. The recognition 
rate of emotion classification is less than 35% for speech-
oriented analysis and less than 30% in case of face-
oriented analysis. Though, combining the two modalities 
leads to an improvement of 5% in case of fusion at the 
decision level and to almost 40% recognition rate in case 
of early fusion. 
Another study on the Enterface 2005 database is presented 
by Mansoorizadeh and Charkari [14]. They apply principal 
components analysis - PCA to reduce the size of the audio 
and visual feature vectors and binary support vector 
machines - SVM for the bimodal person-dependent 
classification of basic emotions. 
Depending on the type of fusion, the inputs of the SVM 
models contain either separate or combined audio-visual 
feature vectors. For speech analysis, the features relate to 
the energy, the pitch contour, the first 4 formants, their 
bandwidth, and 12 MFCC components of the audio signal. 
For face analysis, the features represent geometric features 
that are computed based on a set of specific key points on 
the face area. The likelihood results of the binary SVM 
classifiers are used in a rule based system to determine the 
emotion labels of the video instances. The authors report 
the 53% the classification rate for emotion recognition 
from speech, 36.00% for facial expression recognition, 
52.00% for feature level fusion and 57.00% for decision 
level fusion. 

The work of Hoch et al. (Hoch et al. 2005) presents an 
algorithm for bimodal emotion recognition in automotive 
environment. The fusion of results from unimodal acoustic 
and visual emotion recognizers is realized at abstract 
decision level. For the analysis, the authors used a 
database of 840 audiovisual samples that contain 
recordings from seven different speakers showing three 
emotions. By using a fusion model based on a weighted 
linear combination, the performance gain becomes nearly 
4% compared to the results in the case of unimodal 
emotion recognition. 
Song et al. [21] present emotion recognition based on 
Active Appearance Models AAM for facial feature 
tracking. The Facial Animation Parameters – FAPs are 
extracted from video data and are used together with low 
level audio features as input for a HMM to classify the 
human emotions. Paleari and Lisetti [19] present a 
multimodal fusion framework for emotion recognition that 
relies on MAUI - Multimodal Affective User Interface 
paradigm. The approach is based on the Scherers theory 
Component Process Theory (CPT) for the definition of the 
user model and to simulate the agent emotion generation. 
Sebe et al. [20] propose a Bayesian network topology for 
recognizing emotions from audio and facial expressions. 
The database they used includes recordings of 38 subjects 
who show 11 classes of affects. According to the authors, 
the achieved performance results pointed to around 90% 
for bimodal classification of emotions from speech and 
facial expressions compared to 56% for the faceonly 
classifier and about 45% for the prosody-only classifier. 
Zeng et al. [25] conducted a series of experiments related 
to the multimodal recognition of spontaneous emotions in 
a realistic setup for Adult Attachment Interview. They use 
Facial Action Coding System - FACS [6] to label the 
emotion samples. Their bimodal fusion model combines 
facial texture and prosody in a framework of Adaboost 
multi-stream hidden Markov model (AdaMHMM). Joo et 
al. [12] investigate the use of S-type membership functions 
for creating bimodal fusion models for the recognition of 
five emotions from speech signal and facial expressions. 
The achieved recognition rate of the fusion model was 
70.4% whereas the performance of the audio-based 
analysis was 63% and the performance of the face-based 
analysis was 53.4%. Caridakis et al. [2] describe a multi-
cue, dynamic approach in naturalistic video sequences 
using recurrent neural networks. The approach differs 
from the existing works at the time, in the way that the 
expression of the user is modeled using a dimensional 
representation of activation and valence instead of the 
prototypic emotions. The facial expressions are modelled 
in terms of geometric features from MPEG-4 facial 
animation parameters - FAPs, and are computed using the 
location of 19 key points on the face image. Combining 
FAPs and audio features related to pitch and rhythm leads 
to the multimodal recognition rate of 79%, as opposed to 
facial expression recognition rate of 67% and emotion 
from speech detection rate of 73%. 
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The work of Meng et al. [16] presents a speech-emotion 
recognizer that works in combination with an automatic 
speech recognition system. The algorithm uses Hidden 
Markov Model HMM as a classifier. The features 
considered for the experiments consisted of 39 MFCCs 
plus pitch, intensity and 3 formants, including some of 
their statistical derivatives. A emotion recognition study 
on a language independent database has been done in [23]. 
The authors extract MFCC and formant frequency features 
from the speech signal and Gabor wavelet features from 
the face images. The classification of six emotions uses 
neural networks and Fisher’s linear discriminant analysis - 
FLDA. The results indicate the higher efficiency of using 
the audio signal with 66.43% recognition rate over the 
visual processing with 49.29% recognition rate. The 
audio-visual fusion has classification rate of 70%. Busso et 
al. [1] explore the properties of both unimodal and 
multimodal systems for emotion recognition in case of 
four emotion classes. In this study, the multimodal fusion 
is realized separately at the semantic level and at the 
feature level. The overall performance of the classifier 
based on feature level fusion is 89.1% which is close to the 
performance of the semantic fusion based classifier 
when the product-combining criterion is used. Go et al. [9] 
uses Z-type membership functions to compute the 
membership degree of each of the six emotions based on 
the facial expression and the speech data. The facial 
expression recognition algorithm uses multi-resolution 
analysis based on discrete wavelets. An initial gender 
classification is done by the pitch of the speech signal 
criterion. 
The authors report final emotion recognition results of 
95% in case of male and 98.3% for female subjects. 
Fellenz et al. [7] uses a hybrid classification procedure 
organized in a two-stages architecture to select and fuse 
the features extracted from face and speech to perform the 
recognition of emotions. In the first stage, a multi-layered 
perceptron (MLP) is trained with the back propagation of 
error procedure. The second symbolic stage involves the 
use of PAC learning paradigm for Boolean functions. 
 
3. Dataset preparation 
 
The models we are going to build for multimodal emotion 
recognition are based on the use of hidden Markov model - 
HMM classifier. In the current research context, HMM is 
used as a supervised machine learning technique. Based on 
that, the HMM training and testing processes rely on the 
use of fully labeled samples of audio-visual data instances. 
At the moment of starting this research, 
finding a fully annotated database turned to be difficult to 
fulfil. This was first because of the lack of multimodal 
databases. Some databases had no emotion labels and were 
not proper for audio-visual processing. We specifically 
avoided using multimodal data sets that have recordings 
with noise and utterance overlapping in the audio signal, 

or with occlusion and too much rotation of the subjects’ 
face. 
The database we have eventually decided to use for our 
research is Enterface 2005 [15]. This database contains 
audio-visual recordings of 42 subjects who represent 14 
different nationalities. A percentage of 81% are men, 
while the remaining 19% are women. At the recording 
time, 31% of the subjects wore glasses and 17% had beard. 
The recording procedure first consisted of listening to six 
successive short stories, each of them eliciting a particular 
emotion. The emotions relate to the prototypic emotions 
which are: happiness, sadness, surprise, anger, disgust and 
fear, as identified by Ekman [6]. Then, the subjects had to 
read, memorize and finally utter five different reactions to 
each story, all by using English language. For each story, 
the subjects were asked to produce messages that contain 
only the emotion to be elicited and to show as much 
expressiveness as possible. The recording setup implied 
the use of a monochromatic dark grey panel for the image 
background and constant illumination. The audio-visual 
data was encoded using Microsoft AVI format. The image 
frames were stored using the image resolution of 720x576 
pixels, at the frame rate of 25 frames per second. The 
audio samples were stored using uncompressed stereo 16-
bit format at the sample rate of 48000 Hz. We have started 
the data pre-processing step from the set of 1293 samples 
from Enterface 2005 database. In the context of 
multimodal processing, we had to first verify the 
appropriateness of each video sample. As a result, we have 
removed a subset of 463 instances. 
 

 
Fig. 2: Utterance duration (in seconds) for each emotion class 

 
Fig. 3: 60×80 video samples containing the face area only 

From the set of 830 remaining samples, 135 accounted for 
emotion class fear, 143 for surprise, 137 for sadness, 145 
for anger, 141 for disgust and 129 for happiness. This 
subset represents a well-balanced multimodal database of 
simulated emotion recordings from 30 subjects. Figure 2 
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illustrates the duration in seconds, of the utterances from 
the final multimodal database. Like in the case of 
unimodal vision oriented methods for extracting and 
normalizing the actual face images from each video frame. 
At first, we used Viola&Jones face detection algorithm 
[22] and Active Appearance Models [5] to obtain the 
location and the shape of the faces. Then, we have 
removed the unnecessary image patches and scaled down 
the face images to 60 pixels width by 80 pixels height. 
Here, unnecessary image patches relate to the visible parts 
of background, subject’s hair and cloth.  For aligning the 
faces, we used the reference key point located at the 
middle of the line segment delimited by the inner corners 
of the eyes. Figure 3 illustrates the result of applying the 
previously described methods on four video samples 
containing faces. 
 
3.1 Emotion estimation from speech 
 
The assessment of the emotion levels from speech can be 
naturally done by identifying patterns in the audio data and 
by using them in a classification setup. The features we 
extract are the energy component and 12 mel-frequency 
cepstral coefficients together with their delta and the 
acceleration terms from 25 ms audio frames, with 10 ms 
frame periodicity from a filter bank of 26 channels. 
A Hamming window is used on each audio frame during 
the application of Fourier transform. The feature extraction 
procedure determines the conversion of the original audio 
sampling rate of 48kHz to the MFCC frame rate of 100Hz. 
Each MFCC frame contains 39 terms, as indicated 
previously. The recognition of emotions is realized using 
the HMM algorithm. Each emotion has associated one 
distinct HMM and the set of HMMs forms a multi-class 
classifier. For evaluation, we use 3-fold cross validation. 
The samples from the same subject are part of either the 
training set or the test set. This restriction assumes that the 
testing is done on instances of subjects other than those of 
the subjects included in the training data set. 
 

 
Fig. 4: The accuracy of HMM-based classifiers of emotions in speech 
signal. The number of states is 2, 3, 4 and the number of Gaussians 
varies from 1 to 50. Three fold cross validation method is used for 

performance estimation 

The method is supposed to give a better estimation of the 
performance of the classifiers. For finding the best HMM 

model, we conduct experiments in which we investigates 
the optimal values for the HMM parameters. In this way, 
we build and test models which use 2,3 and 4 HMM states 
(figure 4). The 2 state HMMs encode the emotion onset 
and offset. The 3 state HMMs encode the emotion onset, 
apex and offset. The models with 4 states encode the 
neutral state and emotion onset, apex and offset states. For 
each state configuration, we build distinct models of 
HMMs with Gaussian mixtures with different number of 
components (1..50 components). 
The results of testing all the models, are illustrated in 
figure 4. Following the evaluation, it results that the most 
efficient configuration is to use 4 states and 40 Gaussians 
per mixture and that the accuracy of this classifier is 
55.90%. Table 1 presents the confusion matrix of this 
classification model. 
 

Tab. 1: The confusion matrix of the HMM that has 4 states and 40 
Gaussian components; the accuracy of the emotion recognition from 

speech model is 55.90% for six basic emotion categories 

 
 
3.2 Video analysis 
 
The goal of the video analysis is to build models enabling 
these to dynamically process the video data and to 
generate labels according to the six basic emotion classes. 
The input data is represented by video sequences that can 
have different number of frames, as determined by the 
utterance-based segmentation method. 
The limits of each video data segment are identified by 
using the information obtained during the analysis of the 
audio signal. Based on the set of frames, a feature 
extraction is applied for preparing the input to the actual 
classifier. 
HMM models are then employed to classify the input 
sequence in terms of the emotion classes. 
One problem that has to be taken into account while 
developing the facial expression recognizers is that both 
the input set of features and the classifier models should be 
chosen in such a way so as to be able to handle the time 
dependent variability of the face appearance. 
More specifically, some of the inner dynamics of the face 
are generated due to the effect of the speech process that is 
present in the data. Taking into account the 
aforementioned issues, the focus of the research is to study 
the selection of most relevant visual features and to use the 
values of these features as data observations for the HMM-
based classifiers. 
Adaptive boosting - Adaboost is a binary boosting method 
proposed by Freund and Schapire [8], which have very 
high generalization performance. The algorithm works by 
assigning and iteratively updating the weights on training 
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data instances in a dynamic manner, according to the 
errors at the previous learning step. Misclassified data get 
higher weights, leading the learning process to focus more 
on the hardest examples. The algorithm is a type of large 
margin classifiers which minimizes an exponential 
function of the margin over the training set. An interesting 
aspect of Adaboost is the capacity to identify outliers 
which are defined as mislabelled, ambiguous or hard-to-
classify training instances. 
For the feature selection, we conducted a separate research 
using a second data set namely the Cohn-Kanade database 
[13]. In this context, the multi-class classification method 
Adaboost.M2 is used as a feature selection algorithm. The 
procedure is based on the primary property of the 
Adaboost.M2 to identify the most important features while 
running the training phase of the classification process. 
We use the same set of prototypic emotions as for the 
main study on the Enterface05 dataset. 
The first problem is to make a proper data set of 
representative face image samples. The basic set of non-
ambiguous facial expression samples from the Cohn-
Kanade database include 251 instances. Each instance 
corresponds to the last frame of the video sequence and 
represents the face at the apex of one facial expression. 
Subsequently, we changed the structure of the database so 
as to reflect balanced classes of emotions (table 2). 
 

Tab. 2: The structure of the balanced set of 303 samples selected 
from the Cohn-Kanade database 

 
 
Because the sets of the visual features we derive from the 
face samples, are too large to be used directly as 
observations in the HMM classification setup, we have to 
decrease their size. This can be done by transforming the 
original visual features to other set of more representative 
features. 

 
Fig. 5: Average face sample from the balanced Cohn-Kanade 
database. A symmetric facial feature model is used to delimit 

rectangular face regions from which specific visual features are 
extracted 

The boosting methods represent a specific class of 
algorithms that can be successfully used to select 
representative features. We do the feature selection by 
following the same steps we have made for unimodal 

facial expression recognition. We use local binary patterns 
- LBPs and Adaboost.M2 classifier. The result of this part 
of research will be later applied for the facial expression 
recognition in video data of speaking subjects. 
Previous studies on facial expression recognition in single 
images, like the one of Dubuisson et al. [4], showed that 
different face regions produce features with different 
informative power for classification. In our dynamic 
recognition setup, we want to also investigate the 
contribution of speaking mouth region and other face 
regions to the classification. In addition to using the whole 
face image, we define two symmetric models of face 
regions around the face features.  
 

 
(a) 

 
(b) 

Fig. 6: Train and test mismatch rate of Adaboost.M2 using LBPs 
from 7 face regions 

Figure 5 illustrates the face regions taken into account. 
Regions R8, R9, R10 and R11 are located on the mouth 
area and therefore are considered to be essentially 
influenced during the production of speech and during 
expressing emotions. The first face region model consists 
of using regions R1 ... R7 and the second model consists 
of using regions R1 ... R11. We generated 27.226 LBP 
features located on the whole face image, 22.276 LBP 
features based on the second face region model and 14.176 
LBP features based on the first face region model. The 
Adaboost.M2 classifier was then used to identify the 
features that provided the best facial expression 
recognition results. For evaluation we used 20-folds cross 
validation method. Figure 6 illustrates the train and test 
mismatch rates of the Adaboost.M2 classifier using 7 face 
regions, for the six prototypic facial expressions. Table 3 
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shows the confusion matrix of this classifier. The set of 
LBP features selected by this classifier, are projected on 
the average face in figure 7. 
 

Tab. 3: Confusion matrix of the Adaboost.M2 facial expression 
classifier using LBP features extracted from 7 face regions 

 
 
HMM-based facial expression recognition 
 
Making facial expression recognizers with hidden Markov 
models implies the identification of the optimal model 
parameters. Finding the best number of states, the best 
number of Gaussian mixture components and the best set 
of Local Binary Features - LBPs, represent a non-trivial 
task. We start from the results of the Adaboost.M2 
classifiers. In the case of facial expression recognition 
using LBP features extracted from 7 face regions, we have 
found that the optimal number of training stages is 51. At 
each training stage, Adaboost.M2 selects a subset of six 
LBP features, one for each facial expression category. 
 

 

 
 
Fig. 7: Projection of the set of 51 LBPs of the model of 7 face regions, 

on average face images showing the six basic emotions 

As a consequence, there would be 306 features which 
account for the six facial expressions of the final optimal 
classifier. Taking into account the fact that for evaluation 
we have used cross validation with 20 folders, it results 
that the final LBP feature set contains 6120 LBP features. 
However, the set obtained by concatenating all the subsets 
of the 20 folders of the cross validation method, does not 
include only distinct features. In fact, an important part of 
the subset relates to features that are commonly selected 
by Adaboost.M2 during training multiple folders. In 

addition, Adaboost.M2 may select the same feature 
multiple times during the training during the training at the 
same the cross validation folder. This is depicted 
graphically in figure 8(b). For example, the set of features 
collected by taking the first 45 most important LBPs from 
7 face regions, for all emotion categories, includes 5400 
features, though the same set contains only 1599 distinct 
LBP features. 
We define importance of LBP features based on the 
number of times an LBP is selected by the optimal 
Adaboost.M2 classifier during training. Figure 9 illustrates 
the accumulated percentage of importance for the set of 
LBPs for the whole face and for the two face region 
models. In the figure, the LBPs are presented in the 
descending order. Using the feature importance measure, 
we make separate data sets by gradually choosing the first 
most important features for all emotion classes, from the 
feature sets of the 20 cross validation folders. 
 

 
Fig. 8: The concatenated set of LBP features extracted from the 

whole face and two types of face regions. The x axis represents the 
size of the feature set; the y axis represents the number of distinct 

LBP features selected by Adaboost.M2 

 
Fig. 9: Importance of LBP features extracted from the three face 

region models. The features are sorted in the descending order of the 
selections(%) by the Adaboost.M2 classifier, for each basic emotion 

category 

For evaluation of facial expression recognition, we have 
generated HMM models for each emotion category. The 
training data sets have been created by taking into account 
the emotion label of each video sample. At the testing 
stage, each video instance is analysed using six HMM 
models, one for each emotion. Figure 10 shows the 
performance of different HMM classifiers on the data set 
of LBPs extracted from the whole face region and on the 
data sets of LBPs extracted from 7 and 11 face regions. 
The best facial expression recognition model uses 268 
distinct features that corresponds to the selection of 45 
features from each facial expression category. The 
accuracy of this classifier is 37.71%. Table 4 shows the 
confusion matrix of the HMM classifier. 
 
3.3 Fusion model 
 
Considering the previous results of unimodal emotion 
estimation, it turns out that the use of audio data leads to 
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better recognition rate (55.9%), when compared to the use 
of facial expressions-oriented models (37.71%). The next 
step in the attempt to get higher performance for the 
emotion recognition, is to combine the information from 
the two unimodal approaches. Depending on the type of 
information taken into consideration, we can define 
separate categories of integration. Using combined sets of 
audio and video features as input for the classification 
models is considered to fall in the category of low-level 
data fusion. This approach is also called early fusion or 
signal level fusion. 
 

 
Fig. 10: Facial expression recognition recognition results by using 

HMM models with different number of LBP features. The best 
HMM uses 45 LBP features for each facial expression category, from 

7 different face regions 

Tab. 4: Confusion matrix of the best HMM facial expression 
classifier using LBP features 

 
 
Conversely, the use of final emotion estimates from 
unimodal face and speech analysis is defined as high level 
fusion. This alternative is also called late fusion or fusion 
at the decision level. 
Prior to building models which integrate audio and video 
data, the first problem that regards the video segmentation 
must be solved. We identify the beginning and end points 
of audio-video data chunks based on the turn-based 
segmentation. 
The long pauses in conversation are used as indicators for 
identifying the edges of a segment. Once the audio-video 
segments are obtained, we then proceed by removing the 
sub-segments that denote the lack of speech. Based on the 
resulting data segments, the distinct sets of audio and 
video features are further extracted following the same 
procedures as in the case of unimodal emotion recognition. 
In case of the audio signal, we extract sequences of MFCC 
frames at the rate of 100 frames/second, each frame being 
sized to 39 acoustic features. As result to video processing, 
we extract visual feature sets at the rate of 25 feature 

sets/second. Extracting LBP features from the whole face 
image leads to sets of 331 features/set. Similarly, using 
LBP features from 7 face regions generates sets of 307 
features/set and using LBP features from 11 face regions 
generates sets of 335 features/set. 
Because of the difference between the 100Hz rate of 
MFCC frames and the 25Hz rate of video frames, a special 
feature formatting procedure has to be done to first 
synchronize the unimodal sets of features. This additional 
step can be done by up-scaling the observation rate of the 
visual feature sets to the observation rate of the audio 
feature sets. The recognition of emotions based on low-
level fusions of audio-visual data is done by using the 
synchronized bimodal observation vectors with HMMs. 
For each emotion category, we create a separate HMM and 
combine all the models to obtain a multi-class emotion 
classifier. For evaluation, we have used 3 fold cross 
validation method with the additional restriction that the 
train and test data sets do not contain samples on the same 
subject, for all subjects. 
The simplest model consists of HMMs with one Gaussian 
for each state. Combining the acoustic features and LBP 
features extracted from 7 face regions leads to the final 
model accuracy of 38.55%. Using acoustic features and 
LBP features extracted from 11 face regions leads to the 
accuracy of 39.15%. Both results are superior to the results 
of the recognition of emotions using visual data. Still, they 
are worse than the results from the emotion extraction 
from speech. Setting the number of HMM Gaussian 
components to 40 and the number of HMM states to 4 like 
in the case of the best speech-oriented emotion classifier 
and combining with LBP features from the 7 regions leads 
to a classifier which shows 22.18% accuracy. The 
recognition of emotions based on decision level fusion 
implies the combination of the final classification results 
obtained by each modality separately. For this, we take 
into consideration four sets of unimodal classification 
results namely from the speech-oriented analysis and from 
the separate LBP-oriented analysis which use visual 
features from the whole face image, from 7 face regions 
and from 11 face regions. We use these sets together with 
a weighting function that allows for setting different 
importance levels for each set of unimodal results. This 
weight-based semantic fusion approach models the 
asynchronous character of the emotion in visual and 
auditory channels according. 
The best model obtained in this way has the accuracy of 
56.27%. Although this result reflects an improvement 
when compared to the emotion recognition from the 
unimodal approaches considered, it represents only a slight 
increase of performance. 
 
4. Results 
 
Studying the unimodal recognition of emotions on 
Enterface 2005 shows that the speech-oriented analysis 
proves to be more reliable than the facial expression 
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analysis. The best classifier we obtained in case of using 
HMM models with MFCC features has the accuracy of 
55.90%. Conversely, the best HMMbased facial 
expression recognition model we got uses LBP features 
and has the accuracy of 37.71%. The difference of 18.19% 
between the classification rates achieved on separate 
modalities is close to the same difference between the 
unimodal performances reported by Paleari and Huet [18] 
and  by Mansoorizadeh  and Charkari [14]. However, we 
obtained better results than the results from these two 
research papers, for the emotion analysis on separate 
modalities. Moreover, as opposed to the work of 
Mansoorizadeh  and Charkari [14] which attempts the 
person dependent recognition of emotions, our models are 
completely independent of the identity of the users. To 
support this approach, we use n-fold cross validation and 
separate the samples of each subject in the train set from 
the test set. 
The best facial expression recognition classifier we have 
obtained is based on the use of local binary patterns - 
LBPs. The rather low results of the models based on 
optical flow estimation, can be explained by the limited 
visual representation of the feature set. Extracting feature 
observations from consecutive frames of the 25Hz video 
sequences, does not offer enough information to describe 
the dynamics of the emotion generation process. A 
solution is to calculate and to derive features from the face 
motion flow applied over large integration windows. The 
fusion of audio and video features leads to results that are 
at best, close to the best unimodal classification result. In 
order to improve the fusion results, more investigations are 
needed. 
 
5. Conclusion 
 
The current paper has proposed a method for bimodal 
emotion recognition using face and speech data. The 
advantage of such a method is that the resulting models 
overcome the limited efficiency of single modality 
emotion analysis. We focus on the person-independent 
recognition of prototypic emotions from audio-visual 
sequences. 
The novelty of our approach is in the use of hidden 
Markov models for the classification process. 
Furthermore, we introduced a new technique to select the 
most relevant visual features, by running a separate 
modelling study on a separate database of facial 
expressions. The HMM and Adaboost.M2 algorithms we 
have used for the recognition relate to multi-class 
classification methods. Finally, we show that the fusion at 
the semantic level provides the best performance for the 
multimodal emotion analysis. 
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