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ABSTRACT

At TUDelft there is a project aiming at the reafiaa of a
fully automatic emotion recognition system on thasib of
facial analysis. The exploited approach splitssytem into
four components. Face detection, facial charadienmint
extraction, tracking and classification. The fodus this
paper will only be on the first two components. &ac
detection is employed by boosting simple rectaktgar-like
features that give a decent representation ofdhe.fThese
features also allow the differentiation betweeraeefand a
non-face. The boosting algorithm is combined with a
Evolutionary Search to speed up the overall sedirob.
Facial characteristic points (FCP) are extractammfrthe
detected faces. The same technique applied on faces
utilized for this purpose. Additionally, FCP exttian using
corner detection methods and brightness distributis also
been considered. Finally, after retrieving the gl FCPs
the emotion of the facial expression can be deterchi The
classification of the Haar-like features is done the
Relevance Vector Machine (RVM).

INTRODUCTION

For the past decades, many projects have beeedstaith
the purpose of learning the machine to recognizeamu
faces and facial expressions. Computer vision heore
one of the most challenging subjects nowadays. nEesl to
extract information from images is enormous. Fagedion
and extraction as computer-vision tasks have many
applications and have direct relevance to the facegnition
and facial expression recognition problem. Poténtia
applications of face detection and extraction arduman-
computer interfaces, surveillance systems, psygyoland
many more. It is not so hard to imagine the impuréaof
face detection in the means of face and emotioogration.
The importance of this subject can be ratified oy tecent
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terrorism bombings in London. Face detection arichetion

of biometric features helps in the identificatiori the
terrorists. In London, monitoring of people esphgia the
public places is done by closed-circuit cameras and
televisions, which are linked via cables and otHeect
means. These can too be found in casinos and anks
instance. They are also used to aid in the prewentif
calamities using face detection, emotion recogmitemd
crowd behaviour analysis techniques.

Facial expressions are crucial in human commurminati
Human communication is a very complex phenomenoit as
involves a huge number of factors: we speak withvaice,

but also with our hands, eyes, face and body. The
interpretation of what is being said does not afdpend on
the meaning of the spoken words. Our body language
gestures modify, emphasize, and sometimes evemacictt
what we say. Facial expressions provide sensities @bout
emotional responses and play an important roleuman
communication. Therefore, it is valuable if thispast of
human communication can also be applied for mdec&fe

and friendly methods in man-machine interactioncakding

to Ekman et al. (Ekman and Friesen 1978) peoplebare
with the ability to generate and interpret only dacial
expressions: happiness, anger, disgust, fear, isar@nd
sadness. All other facial expressions have to &zl from

the environment the person grows up. Humans arabtaof
producing thousands of expressions that vary inptexity,
intensity, and meaning. Subtle changes in a fdeature
such as tightening of the lips are sufficient tontuhe
emotion from happy to angry. And to think that thees and
eye brows can also take on different shapes, ong ma
imagine how complex the problem gets. In the past,
Morishima et al. (Morishima and Harashima 1993)
implemented a five-layered manual-input neural oekw
which is used for recognition and synthesis of dhci
expressions. In (Zhao and Kearney 1996) a singular
emotional classification of facial expressions iglained
using a three-layered manual-input back propagateural
network. Kearney et al. (Kearney and McKenzie 1993)
developed a manual-input memory-based learning rexpe
system, which interprets facial expressions in gerof
emotion labels given by college students withoutmial
instruction in emotions signals. Rothkrantz et(Rbthkrantz
and Pantic 2000) proposed a point-based face model
composed of two 2D facial views, namely the frontaid

the side view. Given a characteristic points bdaed model,
expression-classification rules can be convertedight-
forwardly into the rules of an automatic classifier
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RELATED WORK

The online Facial Expression Dictionary (FED) is an
ongoing project at the Man-Machine Interaction grod the
TU Delft (de Jongh 2002). The goal of the projextto
develop a non-verbal dictionary which would contain
information about non-verbal communication of peopl
Resembling a verbal dictionary, instead of words BED
contains facial expressions. This online non-vedigtionary
allows people to issue a query using descriptionthaf
expression in terms of the expression classes (imegg
sadness, jealousy, etc.) and in terms of charatiteriof the
expression. Another interesting possibility of FED the
labelling of a picture containing a face. In othesrds an
appropriate facial expression will be matched with face.

In the current state of the system the latter reguihe user
to select the region of the face and select theackeristic
points of the face. These points are predefinedsistant
with the chosen face model. The face model uselais of
Kobayashi and Hara (Kobayashi and Hara 1997). abilf
expression recognition model is based on a theze-ti
framework. The chosen approach splits the FED syste
three components, i.e. face detection, facial ahtaristic
point (FCP) detection, tracking and classificatidi. fully
automate the labelling process when inputting dupec a
project has been started on automating the faeziiet and
the FCP detection part. This paper discusses the fa
detection and the FCP detection module.

METHODOLOGY

In this section we describe the theoretical badkgdoand
the methodology of our research. The detection gg®ds
based on the detectors described in (Viola andsJ@nél)
and (Treptow and Zell 2003).

Face detection
Haar-like features

In order to classify a face, some characteristiduiees need
to be extracted. For this purpose, we used Haarféiltures.
These features have a rectangular shape and dyesfaiple.
The processing of this kind of features is compaoitetly
very efficient. In our face detection algorithmveitypes of
rectangular features are used (see Figure 1). TyReand 5
are calculated as the sum of all pixels in the daga minus
the sum of all pixels in the light area. Type 3 ahdare
calculated as half the sum of all pixels in botltkdareas
minus the sum of all the pixels in the light anedhe middle.
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Figure 1: The five basic types of Haar-like featunsed in
our approach

Each of the five basic features is scanned on epesgible
scale and every possible position within a traingagnple.
Given that the sample’s dimension is 24x24, thepdeta set

of features that can be constructed is quite largenely
162336. From this set of features, we want the maetvant
ones that best characterize the face. The besirésatre
chosen using the AdaBoost learning algorithm (Fed)r
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Figure 2: Scheme representing the training of weak
classifiers

AdaBoost

The AdaBoost algorithm (Freund and Schapire 19983 at
boosting the classification performance. It is ggrassive
and effective algorithm used to select a low nundfegood
classification functions, so called ‘weak class#ieto form a
stronger classifier. The final strong classifieraistually a
linear combination of the weak -classifiers. Eachakve
classifier is restricted to the set of single featiunctions.

In the algorithm of (Viola and Jones 2001) thentirsg stage
for a single weak classifier involves the compuatatof a
threshold for the feature value to discriminate weetn
positive and negative examples. In our approaceh|atier is
slightly different. Instead of using a thresholte tchosen
weak classifier is the Relevance Vector Machine/MRfor
discriminating between the positive and negativangXes.
This means that for each feature, the weak RVMsilas
determines the optimal classification function subht a
minimum number of examples is misclassified.

© EUROSIS-ETI



The input of Adaboost is a predefined set of pesit@and
negative training examples. In our case the pasixamples
are face images and the negative examples are agcen-f
images. At the testing stage of face detectiongs®ca set of
scanning windows also called subwindows is extrhftem
the original image. Each element from the set élwss input
for the cascaded classifier. The cascade genewtetie
training step has the form of a generate decisim t

The structure of the cascade reflects the factwuithin any
single image on overwhelming majority of sub-windoare
negative. As such, the cascade attempts to regchany
negatives as possible at the earliest stage pedsilgure 3).
Every layer consists of only a small number of deas.
While a positive instance will trigger the evaloatiof every
classifier in the cascade, this is an exceedirayly event.
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Figure 3: Cascaded classifier with T layers
Evolutionary Search

AdaBoost implies a brute force search on the whpkce of
rectangular Haar-like features. The process ofnitngi
162336 features would be time-consuming. Thereibie
beneficial to use GA in combination with AdaBooBtglure
2).

The purpose of Genetic Algorithms (GA) in our resbais
to speed up the AdaBoost algorithm. This is done by
replacing the exhaustive search of AdaBoost by retie
search algorithm called Evolutionary Search (EShe T
crossover and mutation genetic operators that dtieeES
process are used for selecting features from titerfe space.
The fithess operator measures the performance iatsbdo
the use of a certain feature, for the all clasaifan process.
The population consists of 250 features. At eaclyest a
feature is selected so that it satisfies the firfesction for
minimum error for all the generated features. Tracess is
similar to the criterion AdaBoost uses to selectakve
features.

Relevance Vector Machine

Tipping (Tipping 2000) proposed the Relevance Vecto
Machine (RVM) to recast the main ideas behind S\Vivia
Bayesian context. A prior is introduced over theights
controlled by a set of hyperparameters, one adsakciaith
each weight, whose most probable values are itetgti
estimated from the data.

The results have been shown to be as accuratepansesas
SVMs yet fit naturally into a regression framewakd yield
full probability distributions as their output.

The results in the case of face detection giveneskemnel
functions are presented in Table 1. In the casehrde
features, the most efficient kernel function is s by using

ROC curves. By analyzing Figure 4, it can be codetuthat
the best classification is obtained by using Lapld®. This
kernel function is further used in EABoost andhe process
of constructing the final strong cascaded clagsifie

Table 1: 2-fold cross validation results on thresely
classifiers for face detection based on Haar-ldafres

Feature 1 Feature 2 Feature 3
Gauss 2.0 26.30% + 0.85 35.45% +7.71 38.60% +1.84
Gauss 5.0 | 25.35% *+5.30 32.40% + 2.83 36.55% + 3.61
Laplace 0.5| 35.20% +14.42 26.70% + 0.99 42.70%62 9
Laplace 2.0 29.25% +9.83 32.00% + 7.5D 41.60%787.
Laplace 5.0 26.20% +2.12 25.90% + 1.84 37.45%6¥ 7.
ROC curve for Gauss 4.0, Laplace 1.0 and Laplace 4.0
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Figure 4: ROC curves of three kernels, obtaineddjysting
each classifier’s threshold

Facial characteristic point detection

Facial characteristic points (FCP) consist of 3fidiapoints.
The detection of FCPs is based on a set of techsitjat
include corner detection, RVM and hybrid projection
methods. The scanning of the whole picture is aaidy the
use of a corner detector as a primary step for maytes and
eyebrow FCP detection.

Fused corner detector

The corner detector of (Harris and Stephens 1%8&)stinto
account the edge information. It also considers the
neighborhood for corner decision, since the gradsgnngs
sharply around the corners. The algorithm of (Ska3)
determines what neighborhoods are relevant for difegi
whether or not a point is a corner by using a podiba
function. Where other corner detectors implicithke into
account the corner angle, the Sojka corner detectio
algorithm explicitly computes the corner angle.sThelps to
reduce erroneous detection of corners on contdasse

A mixed Harris-Stephens and Sojka corner detection
algorithm is tuned to select enough corners sottleaFCPs
are also included.
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This is because neither of the two detection allyors is
effective enough in detecting corners, which atsdudes all
corner points of the facial features (mouth cornerge
corners, and eyebrow corners). Tests show thafflegency
of detecting the corner FCPs is increased by usuah a
combination. Given the selected set of cornersnth step
is to identify the FCPs.

Classification of candidate corners

To classify the candidate corners selected by teed
detection algorithms, a set of RVMs is trained. Eoery
corner point type a different RVM classifier isitrad to
distinguish the point from other points detectedhwihe
corner detector. The training model for corners leygpthe
boosting of simple rectangle features. The setkafures is
limited to five basic feature types.

Hybrid projection

Using the combination of corner detectors alondiViRvM
does not enable us to detect all facial charatieqmints.
To detect the remaining FCPs, a projection metlatiéd the
hybrid projection (Zhou and Geng 2002) is used. Fo®&s
can be located at the corresponding boundaries faica
feature. To locate the horizontal boundaries of feeures
we analyze the horizontal intensity variations te image
containing only the face feature.

The final step aims at deriving the FCPs that weot
identified at the previous stages, by using a lalyprojection
method. This can be done by calculating a paralmlive
through the detected FCPs.

IMPLEMENTATION AND RESULTS
Face detection

We designed a learning model to boost the perfocenanrd
RVM. This model consists of different techniquesdan
algorithms described in the current paper.

The learning procedure is based on the AdaBooshilen
algorithm. This algorithm is perfectly suited fdvetselection
of the best features that boost up the performaricthe
classifier. As known for AdaBoost training, it il®w since it
contains a brute force search. In addition, trgnaf the
RVM itself is relatively slow. And since they arerobined,
there is a continuous feedback from RVM to AdaBauosd
the other way around.

A genetic search algorithm is added to improveldéaening
speed. Instead of a training time in the order of
weeks/months, this is reduced to hours/days (orAKID
Athlon™ XP 2200+ 1.80 GHz processor with 512 MB
RAM). Note that the size of the chosen trainingadat is
also significant for the speed of the training. eiftthe
learning procedure, faces can be distinguished fram-
faces using the trained RVMs.

A cascade consists of several layers of classifigech
classifier is a combination of a number of RVMspractical

problem that we encounter incorporating the cascade
technique is that a lot of RVMs need to be trained.

Table 2: RVM test results, both training and tegtare
performed on MIT CBCL database

Kernel Nr. of test Detection Nr. of Nr. of
samples rate % false false
negatives | positives
Gauss 5.0 93.92 103 49
Gauss 7.0 2500 95.08 58 49
Laplace 2.0 83.88 339 64
Laplace 5.0 95.04 60 64

Given a few kernel functions, the results of RVMgdifier
for face detection are presented in Table 2 for shme
testing set as the training set, and in Table 3iiferent data
set for testing stage.

Table 3: RVM test results, the training is donengdVilT
CBCL, the testing is done on CMU database

Kernel CMU database CMU database consisting
consisting of faces only of non-faces only
Laplace 2. 22.03 100
Laplace 5. 472 51.91 5036 97.34
Gauss 5.0 38.77 96.68
Gauss 7.0 30.30 97.86

However, the test results show that improvementisi¢e be
made. In the current state, the face detector stenef only
five layers of classifiers. Recall that in (Violaanch Jones
2001) a cascade of 32 layers with over 4000 featisreised.
Better results are expected by involving more diass to

the face detector.

Facial characteristic point detection

The same learning model for training the face ditec
classifier is used for the FCP detection comporigntike in
the case of face detection, no databases of FABtswehich
we can use as our dataset. These databases ameteskir
manually by us from the BiolD and Carnegie Mell@td
database. For the detection of the FCPs, a comtectibn
algorithm is used to filter out the non-FCPs. Weehahosen
for a combination of the Harris corner detectiogoaithm
and the Sojka corner detection algorithm. Not &the non-
FCPs can be filtered out by these corner deteckansthis,
we rely on the corresponding RVMs. The performaoicihe
RVM in the final system is actually determined hwttof the
corner detectors.

For the FCPs that cannot be detected by the cdetectors,
we use the Hybrid Projection technique. This tegheiis
applied on the corresponding facial feature (eye, lerow
and mouth) on which the FCP is localized. Theref&éMs
are trained to extract these facial features bedpmying the
projection method. The test results of the FCP aletesee
Table 4) show that some of the FCPs can be detbetiter
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than others. The explanation for the relative poor
performance of some FCPs is probably that the Faem
itself is non-stable from the recognition pointvoéw. For
instance, the mouth can have different shapes anke s
associated parameters could exceed the value rafighs
samples used at the training stage, at differgmtessions.

To detect the FCPs we need to account that noiseris
probable at corner regions. Taking this into actdumeans
that at the training of the RVM noise is included the
training samples. This affects the final performamt the
RVM. It is a trade-off that needs to be made. la thse of
invoking the projection method, finding the boundaris
proven to be very robust, except if the featurenoauy is
distorted.

Table 4: FCP Detection Results

True positive  False positive

FCP

rate (%) rate (%)
Right eye inner corner 81.82 6.75
Right eye outer corner 81.82 16.67
Right eye upper corner 88.64 11.63
Right eye lower corner 88.64 11.63
Left eye inner corner 81.82 3.49
Left eye outer corner 63.64 5.94
Left eye upper corner 82.95 17.05
Left eye lower corner 82.95 17.05
Mouth left corner 86.36 3.24
Mouth right corner 90.91 4.71
Mouth upper corner 90.91 9.08
Mouth lower corner 90.91 9.08

CONCLUSION

We have presented an approach using a sparsenigarni
model as the first step towards a fully automatcidl
expression recognition system. This learning model
applied on face detection and FCP detection. Téterésults
reveal that some improvements are still to be made.

In the current situation, a detected face cannofuliher
processed by the FCP detection module if the factightly
rotated. Some of the FCPs can be occluded by ptms of
the face. The face detection module is trained database
with unaligned faces. Some of them are slightlptexd to the
left, some to the right, some looking up, etc. Hue two
modules to work together perfectly, the face deteshould

be trained strictly on full frontal aligned face$his is
because the FCP detection module is designed tk witin
these faces.

The model may be improved by considering a faster
implementation of the training application. Othariants of
the AdaBoost may also be considered. They diffethm
updating schemes for the weights. In the face tietec
module, the scanning process can be speed up lgy oth
techniques. Using edge detectors, plain backgroumdst
be filtered out and pruned from being scanned. Tdusices
the overall scanning time on different resolutiofishe
performance of the system can also be improvedsimguan
extended set of the Haar-like features. In ouningi model,
we used only 5 simple features. The detection daieng
training may be increased by incorporating the stwapping
method. This method uses misclassified samplesaasny

input in the next iteration. This way we can fotice learning
algorithm to adapt the output results from previtnagning
rounds. We have not implemented this procedurehe t
current training model because this would certaatfgct the
training time negatively.
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