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ABSTRACT

The system being described in the paper preseméela
interface for a fully automatic audio-video humamogion
recognition. The analysis is focused on the sedixfbasic
emotions plus the neutral type. Different classifieare
involved in the process of face detection (AdaBpdscial
expression recognition (SVM and other models) andt®n
recognition from speech (GentleBoost). The Active
Appearance Model — AAM is used to get the inforomati
related to the shapes of the faces to be analyiesl facial
expression recognition is frame based and no teamhpor
patterns of emotions are managed. The emotion némy
from movies is done separately on sound and videmds.
The algorithm does not handle the dependencieseleetw
audio and video during the analysis. The methodefofpr
data processing are explained and specific perfocsa
measures for the emotion recognition are presented.

INTRODUCTION

Nonverbal communication plays an important role in
everyday life of the people. As people have better
understanding of the emotions related mechanisrdstlze
correlation with human behaviour, it became everremo
necessary to design systems to automatically detest
human’s emotional state. Nowadays it has been lteogang
task to realize algorithms to identify meaningflles and to
learn machines to analyze human faces and utteydioce
extracting emotions.

In the current paper we present a Web based systatn
performs automatic recognition of emotions (Figliyefrom
speech and video data. The users can upload aodivideo
files and can run full emotion analysis remotely.

According to Ekman et al. (Ekman and Friesen 19&)ple
are born with the ability to generate and intergrely six
facial expressions: happiness, anger, disgust, faprise
and sadness. All other facial expressions haveetteérned
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from the environment the person grows up.

Our Web system provides the necessary algorithmshi
analysis of the six basic emotions, given the fateahe

subject or the audio speech signal. For the caskciél

expressions, the system is robust to the typidédrénces of
the age, gender and race and culture. In the daspeech
analysis, the emotions are restricted to the geraraguage.
This limitation was set by the availability of dadets used
for training the emotion from speech classifier.

Figure 1. The Web based emotion recognition system
performs analysis on both audio and video data.

RELATED WORK

The paper of (Saatci and Town, 2006) presents proaph

to determine the gender and expression of facessing
Active Appearance Model. Four emotional states were
employed for the analysis that was realized by giSNVM
classifier. The work shows an improvement of the
recognition results by involving a first classificen of the
gender. The work of (Zhou et al., 2003) proposeageBian
inference solution based on tangent shape apprtigima
constructed in the form of Bayesian Tangent ShapedVl
The work of (Lee and Elgammal, 2006) presents aehov
nonlinear generative model using conceptual mahifol
embedding and empirical kernel maps for facial egpions.
The algorithm deals with the complex nonlinear
deformations of the shape and appearance in facial
expressions and provides accurate emotional bgstigesis.
The recognition of facial expressions was recetatkled in
different ways involving the use of Viola&Jonestig@s on
input image data (Wong et al., 2006), static amdptaral
relations on facial characteristic points and bipgiglifferent
classifiers as BBN (Shan et al, 2006), (Datcu and
Rothkrantz, 2004), HMMs (Aleksic and Katsaggelo30&),
RVM and SVM (Datcu and Rothkrantz, 2005).
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(Rothkrantz and Pantic, 2000) proposed a pointébdaee
model composed of two 2D facial views, namely troatal-
and the side view. Based on a point-based face Imode
expression-classification rules can be convertedigstt-
forwardly into the rules of an automatic classifier

The Facial Expression Dictionary (FED) (de JongbQ2)
project aims at developing a non-verbal dictionanat
contains information about non-verbal communicatioin
people. The facial expression related analysis @& the
user to select the region of the face and seleet th
characteristic points of the face. The facial kens are
predefined and the system helps to rapidly idettigm on a
new face sample. The face model used is that ofaadhi
and Hara (Kobayashi and Hara 1997). After the $igation

of all the FCPs, the system is able to run the Emot
recognition process on the input face.

Face related analysis has been already incorporated
applications targetting e-learning (Loh et al., @)0Ben
ammar and Neji, 2006) andmart meeting and conversation
tracking systemszeng et al., 2006). The use of Active
Appearance Model for extracting face shape infoionaand
the tracking of emotions in video sequences basethis
shape data were recently researched in (Datcu and
Rothkrantz, 2007).

For classifying human emotions in speech variotemgits
involved various algorithms. (Neiberg et al., 2066ye used

a GMM to recognize emotions in spontaneous speech.

(Yu and al., 2004) applied a multilevel structurgséd on
coupled hidden Markov models to estimate engagement
levels in continuous natural speech. (Datcu andiRantz,
2006) used the GentleBoost classifier to deterntine
optimal utterance segmentation for emotion recd@mitThe
continuous speech signal is segmented into spakeraoces
and the acoustic features are computed from edehante
portion. The extracted non-linguistic informatiaused for
predicting the emotional states such as discretgiemtypes

or arousal/valence levels by employing SVM-based
classifiers. The HMM uses the previous informatit;m
model the user's emotional state and engagement in
conversation as a dynamic, continuous process.té@haet
al., 2002) presents a study of the perceptionattadysis and
the modelling of styles or the 'emotional qual@y'speech.
The speech emotional quality is evaluated in teohnshe
emotional content that describes the listener'sbailo
impressions as elicited by their audition. criteriar
evaluating the emotional quality are used to gdmera
perceptive portraits of the speech. The evaluasocarried

by using linear models to connect the perceptiveraits to
physical data derived from signal analysis. Somekwias
also been focused on using additional informatiegarding
speech.

The paper of (Lee and Narayanan, 2005) uses tlgees

of information - acoustic, lexical and discoursefor
recognizing emotions. Linear discriminant and kreet
neighbourhood classifiers are used to classify stozal
information to anger and frustration - as negatweotions
and to neutral or positive emotions. The differfeatures are
extracted by using certain portions of the sigAahoticeable
approach stands for multimodal analysis that aims a
improving the recognition rates for the emotiontdtes by
fusing the results on separate modalities. The radge of

such methods relates to the overcoming the limited
information that can be gathered from each singidatity.
The work of (Busso et al, 2004) analysis the stitengnd
the limitations of systems based on the fusion adidl
expression and acoustical information analysibetdecision
level and in the case of feature level integratigfwon et
al., 2003) provides a comparison on the emotiongsition
performance of various classifiers. They obtaindMSand
HMM based classifiers with significantly better ulis on
SUSAS database from the previous approaches.

A recent research of (Rothkrantz et al., 2004) $esuon
studying the effect of the workload on speech petida by
making use of a psychological experimental setupfulh
analysis on each acoustic feature is conductedrderato
create efficient models for stress detection.

MULTIMODAL APPROACH

The system provides the users with the capability o
uploading audio and visual data for emotion analysor the
audio data, the system accepts the processingantiatd
audio files. For the visual data there are two $ypé files
that can be handled. The user can specify botit gtiatures
and video sequences. In the case of processingra\gtieo
sequence, the user has a fixed limit for each videdo be
processed.

Face detection

The detection of faces in both photos and videweeces is
realized by using an implementation of an algoritbased
on Viola&Jones features (Viola and Jones, 2001gsEhare
visual features computed following simple additiamd
substraction operations on pixel intensities fraotangular
areas (Figure 2). A strong classifier implementidaboost
technique selects the most relevant Viola&Jonetufea that
provide the best face detection rates. A combinatb a
fixed size sliding window and an multiresolutionypdimid
algorithm ensure the analysis of all possible aréas
detecting faces in the frames. The input set diifea for the
classifier are selected from the fixed size of W&lones
features given the size of the sliding window.
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Figure 2. The five basic types of Haar-like feature used
for face detection. The summation operation is donen
all pixel intensities from areas having the same tar.
The substraction is done between the two computed
sums.

FCP model

The data set used for training the facial expresggcognizer

was Cohn-Kanade database (Kanade et al., 2000). The
database contains a set of video sequences ofdiegerof
several subjects acting on multiple scenarious.hBadeo
sequence includes a subject showing a specificalfaci
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expression from the neutral state to the apex efkthotion.
In the original database only the last frame ohessquence
is labelled using Auction Units AU codification. &lprocess
of creating the data set for training implied tledestion of
the last frame from each video sequence. The Bealof
selected samples has the structure as illustrated i

Table 1. The shape information extracted by the Afkbm
a face image is used to compute a set of suitailenpeters
that describe well the appearance of the facidlfea. The
first step is the selection of the optimal key p®ion the
face area from the shape data. The key poitsare

defined as Facial Characteristic Points (FCPs)thed-CP-
set (Figure 3) is derived from Kobayashi & Hara elod
(Kobayashi and Hara, 1972).
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Figure 3:The Facial Characteristic Point FCP model.

Table 2: The set of visual feature parameters

In the second step a transform converts the FCRysime
parameters v of an intermediate model. The

parameterization has the advantage of providingltesifier
with data that encode the most important aspediseofacial
expressions.

Furthermore, it acts as a dimensionality reducpoocedure
since the dimension of the feature space is lowan the
dimension of the image space. An advantage of thdeiris
that it also can handle certain degree of asymnistrysing
some parameters for both left and right sides efélce.

Table 1. The structure of the data set for facial
expression recognition

c [ % —

S sl 2|2e|g| 8| 2

s |$|els|2| 8|38

E alo|<|a] T
#samples | 84 | 105| 92| 30| 56 | 107

The feature parameters are computed as the valeestain
Euclidean distances between key points. The symyroéthe
model is assumed to make the recognition proces$acdl
expressions robust to occlusion or poor illumiraiie. if the
left eye area is not directly visible do not usdated
information. The assumption is based on the sufipoghat
the face detection procedure is also robust endugiuch
working conditions so as to be able to detect doe f

The parametery, model the variability of facial expressions

in terms of distances among several pairs of FOP&
complete list of such parameters is given in

Table 2.

Visual feature Visual feature Visual feature
v, | (R.P), Left eyebrow v, (P4 Ps), Left eye Vis | (P7:Py), Mouth
v, | (R.R), Left eyebrow Vg (R.Ry), Left eye Vig | (P Py), Mouth
v, | ( PZ’PS)y Right eyebrow | v, ( |:>g,|:>15)y Left eye Vs | (Pg:Po )y Mouth
v, | (R.P, )y Right Eyebrow | v, | ( P, P )y Right eye v, | (P, Pls)y Mouth
v; | (P.P, )y Left Eyebrow v, | (Pgy.P, )y Right eye v, | (P;.Rg), | Mouth
Vs | (P,P,), |Righteyebrow | v, | (P, P,), | Righteye

CLASSIFICATION OF FACIAL EXPRESSIONS

The method used to encode the emotional pattekes iato
account the subtle changes of the face shapesffaredit
emotional postures. The vecto¥ =(v,,v,,...,v,) Where

m=17, encodes the set of parameters extracted fhmm t

Facial Characteristic Point - FCP model and accogfgihas
associated a certain emotional label.

For the classification of facial expressions, dife
classifiers have been taken into account. The rdatised for
determining the results is 2-fold Cross Validation.

Table 4 illustrates the performance of a SVM clasivith

polynomial kernel that works as a detector of Attldnits
AUs (Ekman and Friesen, 1978). The main algorifom
recognizing emotions is based on the classificatiome
using the distance oriented model between FCPssé&tend
approach is the technique of detecting the AU$ &irgl then
to recognize facial expressions from the AU seqgasnc

Table 3 presents the results in the case of thegrétion of

facial expressions by using Support Vector Machin&/M
as classifier.
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The method used for determining the results isl@-€ross
Validation.

Table 4 illustrates the performance of a SVM clasivith

polynomial kernel that works as a detector of Actldnits
AUs (Ekman and Friesen, 1978). The main algorifom
recognizing emotions is based on the classificatiome
using the distance oriented model between FCPssé&tend
approach is the technique of detecting the AU$ &gl then
to recognize facial expressions from the AU seqgasnc

Table 3. The confusion matrix (%) for the facial
expression recognition using SVM (polynomial kernebf
degree 3)

3 2 = @ >
—_ - (o)) Q
© = > o
w | | ]S | 2| 5| 8
) n < [a) I
Fear | 84.70| 352 3.52] 47d 117 23§
Surpris | 12.38 83.80| 0.95| 0 0 2.85

e
Sadness| 6.45| 3.22| 82.79| 1.07| 3.22 3.22
Anger 3.44| 6.89] 6.89 75.86 6.89 0
Disgust 0 0 7.14] 10.7180.35| 1.78

Happy | 7.54| 8.49] 2.83 3.7 4.71 72.64

Table 4. The results of Action Unit detection usingsVM
(polynomial kernel of degree 4)

AUl 88.89%+2.08% 80.59%+0.00%
AU2 94.53%+0.25% 89.87%+2.39%
AU4 93.67%+0.47% 87.76%+1.19%
AU5 91.42%+1.13% 82.91%+2.09%
AUG6 84.94%+5.93% 75.95%+3.58%
AU7 96.73%+1.92% 91.56%+1.79%
AU9 94.60%=+1.88% 91.77%+2.09%
AU10 | 95.38%+1.82% 92.62%+2.69%
AU11 | 99.36%:+0.30% 98.10%+0.30%
AU12 | 95.75%+0.41% 90.08%+2.09%
AU13 | 96.05%+2.44% 92.41%+1.79%
AU14 | 91.79%+1.51% 86.92%+5.37%
AU15 | 98.72%+1.20% 97.47%+0.60%
AU16 | 93.66%+0.69% 85.23%+1.19%
AU17 | 99.37%+0.90% 98.73%+0.00%
AU18 100.0%+0.00% 99.79%+0.30%
AU20 | 93.04%+2.60% 87.13%+2.09%
AU22 | 93.16%+3.18% 87.34%+2.98%
AU23 | 99.24%+0.38% 96.84%+1.49%
AU24 | 99.58%:0.60% 99.37%+0.30%
AU25 100.0%+0.00% 99.79%+0.30%
AU26 | 99.79%+0.30% 99.58%+0.00%
AU27 | 99.37%+0.90% 98.73%+0.00%
AU28 100.0%+0.00% 99.79%+0.30%

EMOTION ANALYSIS FROM SPEECH

The classifier chosen to model the emotion charigties in
speech is based on Gentle AdaBoost method for &mmax
200 training steps. The optimal classifiers aredeined by

employing ROC graphs to show the trade-off betwiberhit
and the false positive rates. One important isswetlie
recognition of emotions in speech represents the
segmentation of the speech signal. The way thisga®is
done dramatically affects the subsequent resultsthef
recognition of emotions.

One research question that rised was what is thienalp
utterance segmentation method that gives the lessits.
Given the set of prosodic features, we determinee t
segmentation type and the utterance frame strudhae
leads to good recognition of emotions.

The data set used for emotion analysis from speeBlerlin
(Burkhardt et al., 2005) — a database of Germantiena
speech. The database contains utterances of bdéhand
female speakers, two sentences. The emotions were
simulated by ten native German actors (five fenzedd five
male). The result consists of ten utterances (§iwert and
five long sentences). The length of the utterarmmpdes
ranges from 1.2255 seconds to 8.9782 seconds. The
recording frequency is 16kHz.

The final speech data set contains the utterarmewlich
the associated emotional class was recognized Hgaat
80% of the listeners. Following a speech samplectien, an
initial data set was generated comprising 456 sasrghd six
basic emotionsapger 127 sampleshoredom 81 samples,
disgust 46 samplesanxiety/fear 69 sampleshappiness71
samples andadness62 samples).

In the case of emotion recognition from speech,ahalysis
is handled separately for different number of franper
utterance. In the current approach there are fyped of
splitting methods performed on initial data. Eagpet of
splitting produces a number of data sets, accordirgl the
frame combinations in one utterance.

The Praat (Boersma and Weenink, 2005) tool was fmed
extracting the features from each sample from afiegated
data sets. According to each data set frame camaflign, the
parametersmean standard deviation, minimum and
maximum of the following acoustic features were computed:
Fundamental frequency (pitch), Intensity, F1, F2, F4 and
Bandwidth.

All these parameters form the input for separateti@Boost
classifiers according to data sets with distingnsentation
characteristics.

Results of emotion recognition from speech

The GentleBoostcommittee is trained for a maximum
number of 200 stages. Separate data sets contaimhe,
female and both male and female utterances arddesed
for training and testing the classifier models. The
performance of each classifier is evaluated with Shfold
cross validation. Depending on the number of samés per
speech frame, the different data sets are usedriergte sets
of classifiers. One curve on the graph stands tHierget of
representative GentleBoost strong classifiers gaedr by
using the specific data set, associated with aaicerplit
configuration. Each node on one curve relates te on
classifier in the set. The ROC graph in Figure dvghthe
tradeoff between the hit and the false-positivegdbr all the
GentleBoost classifiers generated from Berlin data
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Each point on the figure stands for one GentleBolasssifier
that is selected using the highest true-positite caiterion.
For each emotion class, a total number of 200 paataken
into account and only the ones with the highestescare
displayed on the same emotion curve. By analyziaghe
emotion curve separately, the final strong commitie be
chosen is the one that is the closest to the neest-corner
of the figure. In other words, the classifier inegtion is the
one that has the highest true positive rgig) (vhile the false
positive rate fpr) is the lowest in the set of classifiers on the
same curve.

0.8

_osadness happiness

0.8F

anger
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cHoredom
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glli=gust

. | L s . L | s )
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Figure 4. ROC graph that show the committees withtte
highest true positive rates for each emotion class.

Table 5 depicts the characteristics of each stiagsifier
that is selected for each emotion curve separafEhe
column nr.stagesshows the number of stages required to
train the associated strong committee.

An additional field &c) in each table shows the accuracy rate
achieved by the classifiers.

Each classifier is identified by the structurelw frames into
the utterance sample (colunframeg. A digit from one
binary sequence specifies that the correspondernefr
contributes (‘1" or not ('0") with features at thassification
process.

Table 5: The results for the recognition of emotios
using GentleBoost classifier.

emotion nf | frames nr. ac (%) tpr (%) fpr (%)
stages

anger 10 [1101000001| 5 0.83+0.03 |0.72+0.16 |0.13+0.06

boredom 2 |10 58 0.84+0.07 |0.49+0.18 |0.09+0.09

disgust 10 [0100001000| 21 0.92+0.05 |0.24+0.43 |0.00+0.00

anxiety/fear | 10 [1110000011| 86 0.87+0.03 |0.3840.15 |0.05+0.04

happiness 10 |1111010100| 40 0.81+0.06 |0.5440.41 |0.14+0.13

sadness 10 ]1011111101] 13 0.91+0.05 |0.83+0.06 |0.08+0.06

An observation on the table proves that the majmitthe
strong classifiers lying on the emotion curves hie ROC
graph clearly express the efficiency of using aftames per
utterance configuration for the segmentation. The
information presented in Table 6 is independent tio&
emotion class.

Table 6: The dependency of emotion recognition re#ts
on the number of frames per utterance for Berlin déa
set.

nf ac (%) tpr (%) fpr (%)

1 0.85+0.11 | 0.36+0.63 | 0.07+0.17
2 0.83+0.31 | 0.44+0.67 | 0.10+0.41
3 0.84+0.17 | 0.46+0.62 | 0.09+0.23
5 0.84+0.13 | 0.50+0.63 | 0.10+0.22
10 | 0.77+0.33 | 0.58+0.64 | 0.20+0.45

One difference should be noted on the analysis odsthsed
for choosing the best classifiers for Table 5 arablé 6.
While for the first the criterion was to choose thassifiers
with the best trade-off between hit rate and fglssitive
rate, the last involved the choice for the classsfiwith the
highest true positive rate.

THE WEB BASED INTERFACE

The user can upload photos, audio and video files the
system. For each type of data files there is a §iné
imposed for restricting the amount of processingessary
for running all the analysis. The numer of the sgbat can
work remotely at the same time is also limited. irrthe
functional point of view, the Web based emotiorogaation
system consists of a set of CGI applications thatbehind
the HTTP server. The Web interface is created usiflIL
and JAVA applets on the client side and MySQL dasab
system, PHP scripting and CGI modules on the sesider
The files uploaded by the users are stored in abdae on
the server.

For facial expression recognition, the system fiedts a CGI
module that converts all photos to a common vigoiahat.
That makes sure that the other CGI componentsheilable
to read the picture files without problems.

In case of video files, the video is decomposedascto
extract frame by frame and to store the collectbframes
in a temporary location for further analysis. Ise®f videos,
the frame sequence is scaled to a fixed rate ofdsaper
second. In most of the cases this operation ingolae
downscaling to a lower rate so as to allow for aalten
amount of processing per whole sequence. The neptis
the detection of faces into each frame. This isi@dron by a
face detection CGI application that is called frdPP
environment. The results are passed back to the $erpt
and written as parameters of the JAVA applet. is way the
user will be able to go through each frame, onepfotures,
and to visualize the location of the detected facasdeo or
still picture. An additional step of the face déiet program
is the extraction of the areas of the faces andstbeng of
these as separate image files. The operation faldse the
next step that involves the running of the facigbression
recognition CGI modules. Each face is analyzed radve
times by different CGI applications, one for each
implementation of each facial expression classifier

There are several classifiers implemented in Way and
each of them uses the same image files contaihm@atce to
be analyzed. The results are again, passed bable tcript
that formats the HTML response back to the clienfs to
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include the information regarding the facial expies
recognition data.

In the case of audio data, the uploaded files aatyaed first
by a CGI script for extracting all the speech pagtars such
as pitch, frequencies, intensities and bandwidtiother CGI
application computes the certain parameters derivenh
those mentioned above, namely the mean, minimum,
maximum and standard deviation. The last CGIl appto
implementing the Gentle AdaBoost classifier, perferthe
recognition of emotions given the input data assted with
the initial utterance file. The results are pasbadk in the
same way as in the case of facial expression rétogn

The Web browser receives the PHP generated HTML
response and the audio and video files back frarsérver.
The user can visualize the initial audio-video datal the
new information related to the recognition of ern$ in
speech and visual content. The mechanism impliat ah
the processing is done on the server and the cigemb
longer bothered with possible restrictions that mag from
the necessity of running data analysis on the lowthine.
Some experimental versions of the emotion recagniti
interface are illustrated in Figure 5 (for speeahdl in Figure
6 (for video).

Some optimizations have been made on the serverisid
order to speed up the process of going though tel t
computations.

The implementation of the facial expression rectigmiand
the emotion recognition from speech modules presermry
high speed of frame and audio files processed peorsl.
Practically, these can be integrated in a potemg&al time
system.

Despite the fact that each CGI component — ustiladyones
implementing classification algorithms — needs vemall
time for processing the data, when a CGl is rurgquires a
big amount of time for the initialization. Commonlthis
comes from the need to load big data files of roati
required in the process of classification.

The improvement consists of an implementation of
applications that are loaded in the memory and ingnn
continuously on the server or possible on otherremo
powerfull, computers, on the same network with thiathe
HTTP server. These kind of applications are idleérduthe
time periods when the Web System is not accessebdng.
When there are users attempting data analysi®kescript
running on the HTTP server calls the CGl modulastakes
back the provided results. Each CGI module keepswin
waiting list for handling the tasks according tce thiser
requests.

Human Emotion Recognition
Web based system

Figure 5. The Web interface for emotion recognitiorfrom speech
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Figure 6. The Web interface for facial expressionecognition

CONCLUSION

The system being described in the paper is abfgetform
automatic human emotion recognition. Beside theaathge
of accessing a Web based interface for distanceepsing,
the disadvantage of the system resides in the roiguat of
processing and time needed for running the compiatean
emotion analysis. In the case of multiple accetlse®ffects
are considerable and it may lead to low performaee
more aspect is that the facial expression recagnis frame
based and no temporal emotional patterns are usatydhe
analysis of video sequences. Furthermore, a magwlzhck
of the system is the lack of algorithms to handhe t
recognition of emotions in videos. If the user w@uls a
movie sequence, the system performs either audigsaal
based emotion recognition. The emotion classificati
models do not take the combination of the two mitidal
into account at the same time In the case of emotio
recognition from speech, the ability to run anaysnly on
german spoken utterances stands for a major ristrifor
the moment. In the research for the developmentrof
algorithm for emotional speech analysis, we havedooted
a set of analysis on different types of utterareggrentation.
As a base technique, we used the GentleBoost fidassith
a maximum of 200 training stages. The optimal gron
classifier has been selected by making use of R2@hg.
Although the initial research included also sepaatalysis
for male and female voices, the chosen solutioaniy on
mixed male-female voices due to the limited amoaht
space.

The administration side of the website is enhanastth
sections that provide statistics on the use ofsiystem, to
track the user processing tasks and to analysesybiem

performance. After a prior consent from the usehg
multimodal database of the system is enriched withv
audio and video samples as they are provided falysis. In
the current version, the emotion classificationeistricted to
the set of six basic emotions plus the neutral.ddvggwork
is carried for extending the set of emotions that @ be
recognized.
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