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Abstract—An efficient approach toward a no-reference ringing
metric intrinsically exists of two steps: first detecting regions in
an image where ringing might occur, and second quantifying the
ringing annoyance in these regions. This paper presents a novel
approach toward the first step: the automatic detection of regions
visually impaired by ringing artifacts in compressed images.
It is a no-reference approach, taking into account the specific
physical structure of ringing artifacts combined with properties
of the human visual system (HVS). To maintain low complexity
for real-time applications, the proposed approach adopts a per-
ceptually relevant edge detector to capture regions in the image
susceptible to ringing, and a simple yet efficient model of visual
masking to determine ringing visibility. The approach is validated
with the results of a psychovisual experiment, and its performance
is compared to existing alternatives in literature for ringing region
detection. Experimental results show that our method is promising
in terms of both reliability and computational efficiency.

Index Terms—Luminance masking, perceptual edge, ringing ar-
tifact, texture masking.

I. INTRODUCTION

I N CURRENT visual communication systems, the most es-
sential task is to fit a large amount of visual information into

the narrow bandwidth of transmission channels or into a lim-
ited storage space, while maintaining the best possible perceived
quality for the viewer [1]. A variety of compression algorithms,
for example, such as JPEG and MPEG/H.26x, have been widely
adopted in image and video coding trying to achieve high com-
pression efficiency at high quality [2], [3]. These lossy compres-
sion techniques, however, inevitably result in various coding ar-
tifacts, which by now are known and classified as blockiness,
ringing, blur, etc. [4]. The occurrence of the compression in-
duced artifacts depends on the data source, target bitrate, and
underlying compression scheme, and their visibility can range
from imperceptible to very annoying, thus affecting perceived
quality [5]–[7]. During the last decades a lot of research effort
is devoted to reduce coding artifacts, so to improve the overall
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perceived quality of artifact impaired image material [8]–[10].
In the video chain of a current television set, e.g., various video
enhancement algorithms, such as deblocking, deringing, and
deblur, are typically employed to reduce compression artifacts
prior to display. In such a scenario, objective metrics, which
determine the quality degradation caused by each individual ar-
tifact, and adapt the processing chain for artifact reduction ac-
cordingly, are highly needed. In addition, the receiving end of a
digital video chain usually has no access to the original image,
and in most cases there is even only limited access to the en-
coding parameters of the bit-stream. Hence, objective metrics
used in these types of applications are constrained to a no-ref-
erence approach, which means that the impairment assessment
relies on the compressed image only.

In the last decades, a considerable amount of research has
been devoted to the development of a blockiness metric (e.g.,
see [11] and [12]), which has been already implemented for
the optimization of image quality (e.g., see [13]–[15]). Another
common distortion type, namely ringing [4], intrinsically re-
sults from loss in the high-frequency component of the video
signal due to coarse quantization. In the spatial domain, ringing,
which is fundamentally associated with Gibb’s phenomenon,
manifests itself in the form of ripples or oscillations around
high-contrast edges. The occurrence of ringing artifacts spreads
out to a finite extent surrounding edges, depending on the un-
derlying properties of the compression scheme. For example, in
block-based DCT coding ringing appears as a ripple outward
from the edge up to the encompassing block’s boundary [4]. As
an example, Fig. 1 illustrates ringing artifacts induced by JPEG
compression.

Research on the design of a blockiness metric has shown
that an efficient no-reference approach intrinsically exists of two
steps: 1) the detection of regions in an image where blockiness
might occur, and 2) the determination of the blocking annoyance
in these regions. We use a similar two-step approach for the de-
sign of a no-reference ringing metric. This paper only discusses
the first step: the detection of regions in the image, in which vis-
ible ringing occurs. A successive paper that discusses the quan-
tification of the perceived annoyance of ringing in these regions
is published in [16] and [17].

Unlike blocking, whose spatial location is very regular and
thus easily predictable, the location of ringing is edge depen-
dent, and as such also image content dependent. This makes the
task of detecting ringing regions much more difficult, especially
in a no-reference application. In general, ringing can be consid-
ered as a form of signal dependent noise, which only occurs near
sharp transitions in image intensity when not visually masked by
local image characteristics. As such, the occurrence of ringing
can be directly associated with strong edges in an image. Addi-
tionally, the visibility of ringing is reduced in the case of very
low and very high background intensity (i.e., luminance
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Fig. 1. Illustration of ringing artifacts in an image patch compressed with JPEG (MATLAB’s imwrite function with � � ��). (a) 2-D image and (b) its spatial
intensity distribution (in 8-bits driving values). Ringing can be perceived as intensity fluctuations near the edges, while the image content there should be uniform.

Fig. 2. (a), (b) Illustration of luminance and (c), (d) texture masking on ringing visibility for two image patches compressed with JPEG (MATLAB’s imwrite
function with� � ��). Graphs (a) and (c) show the compressed image patches, whereas graphs (b) and (d) represent the intensity profile (in 8-bits driving values)
along the row in the image indicated with the arrow in graphs (a) and (c), respectively. The dashed line “e” in graphs (b) and (d) refers to the position of the edge.
Note that although both sides of the edge at “e” exhibit ringing artifacts, the visibility of ringing differs.

[18]), and ringing is more masking visible in homogenous areas
than in textured or detailed areas (i.e., texture masking [19]).

The effect of luminance and texture masking on ringing visi-
bility is illustrated in Fig. 2. Hence, to accurately detect regions
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Fig. 3. Ordinary edge detector (i.e., Sobel operator) applied for ringing region
detection. (a) Original image. (b) JPEG compressed image (MATLAB’s imwrite
function with � � ��). (c) Sobel edge map of (b) using a high threshold (i.e.,
23% of � ). (d) Sobel edge map of (b) using a low threshold (i.e., 10% of
� ).

with perceived ringing, two essential aspects need to be explic-
itly addressed: 1) an (strong) edge detector; and 2) a masking
model of the HVS.

A. Review of Related Work

Until recently, only a limited amount of research was de-
voted to perceived ringing. The methods in [20] and [21] both
simply assume that ringing occurs unconditionally in regions
surrounding strong edges in an image. This, however, does not
always reflect human visual perception of ringing, because of
the absence of spatial masking as typically present in the HVS.
This issue is taken into account by incorporating properties of
the HVS into the detection method, such as, for example, in [22]
and [23]. The approach in [22] is based on the global edge map
of an image, where binary morphological operators are used to
generate a mask to expose regions that are likely to be contami-
nated with visible ringing artifacts. This procedure involves the
identification of regions around all detected edges, and a fur-
ther evaluation of these regions based on visual masking. In
[23], a different way of including HVS masking properties is
employed. This method classifies the potential smooth regions
(i.e., regions in an image other than edges and their surround-
ings) into different objects based on their color similarity and
texture features. The resulting objects are assigned as back-
ground around potential ringing regions. Texture masking is
implemented by evaluating the contrast in activity between the
potential ringing region and its assigned background (e.g., the
higher the contrast in activity, the more visible ringing is as-
sumed to be). Additionally, also luminance masking is imple-
mented to further determine ringing visibility.

There are two main concerns with the methods existing in
literature. First of all, the edge detection methods employed
in [20]–[23] capture strong edges using an ordinary edge de-
tector, such as a Sobel operator, where a certain threshold is ap-
plied to the gradient magnitudes to remove noise and insignif-
icant edges. Depending on the choice of the threshold, these
methods run the risk of omitting obvious ringing regions near

Fig. 4. Schematic overview of the proposed algorithm, with at the top the part to
detect edges relevant for ringing, and at the bottom the part to measure visibility
of ringing around these edges.

nondetected edges (in case of a high threshold) or of increasing
the computational power by modeling the HVS near irrelevant
edges (in case of a low threshold). Fig. 3 illustrates the effect
of the threshold value of a Sobel operator. The edge map in
Fig. 3(c), resulting from a high threshold value, largely removes
noisy edges while eliminating a number of important edges, at
which ringing obviously exists [see Fig. 3(b)]. This may heavily
degrade the accuracy of the prediction of perceived ringing.
By lowering the threshold [as in Fig. 3(d)], all strong edges
are maintained in the edge map, but it also contains more tex-
ture edges, which are nonrelevant to ringing detection, and con-
sequently, result in a large number of unnecessary computa-
tions for ringing visibility. The second concern with the existing
methods is related to the models of the HVS used, for example,
in [22] and [23], which are computationally very expensive. The
HVS model in [22] involves a parameter estimation mechanism,
which requires a number of calculations to achieve an optimal
selection. The major cost of the HVS model in [23] is introduced
by its clustering scheme embedded, which contains color clus-
tering and texture clustering.

Obviously, the optimal performance in terms of reducing the
number of required computations, while maintaining the reli-
able detection of perceived ringing, can be achieved by opti-
mizing two aspects: 1) the detection accuracy of relevant edges;
and 2) the reduction in complexity of the HVS model itself.
Hence, what is needed is an edge detector that only extracts
edges most closely related to the occurrence of ringing, and a
HVS model that is simpler (and thus more applicable for real-
time implementation) than the approaches existing in literature.
In this paper, both aspects needed to efficiently detect regions
with visible ringing are discussed.

II. PROPOSED ALGORITHM

The schematic overview of the proposed algorithm is illus-
trated in Fig. 4. It mainly consists of two parts: 1) extraction
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Fig. 5. Bilateral filtering and Gaussian filtering for the detection of perceptually strong edges. (a) Original image. (b) Gaussian filtered image �� � ���. (c) Edge
map of (b). (d) Superposition of (c) on (a). (e) Bilateral filtered image �� � �� � � ����. (f) Edge map of (e). (g) Superposition of (f) on (a).

of edges relevant for ringing, and 2) detection of visibility of
ringing in the edge regions. In the first part, an advanced edge
detector is adopted, attempting to select the edges most rele-
vant for ringing (i.e., contours of objects) in combination with
the avoidance of the irrelevant edges (i.e., in textured areas).
This results in a perceptual edge map (PEM), existing of a set
of so-called line segments (LS). In the second part, each LS of
the PEM is examined individually on the occurrence of visible
ringing in its direct neighborhood, taking into account masking
by the HVS. All regions with visible ringing are accumulated
in a single binary map, which we refer to as the computational
ringing region (CRR) map. Remind that the CRR map is used
as input to the second step of the objective metric, in which the
ringing annoyance is quantified, as published in [16] and [17].
Each part of the ringing region detection algorithm is further de-
tailed in the following sections. The parameters used in the al-
gorithm are specified and discussed in Section IV-B. Note that
the entire metric is only based on the luminance channel of the
images in order to further reduce the computational load.

A. Perceptual Edge Extraction

As explained above, the detection of visible ringing heavily
relies on the accurate and efficient detection of object edges.
To achieve this, we propose the application of a Canny edge
detector [24] to an image, which first is nonlinearly smoothened.
After some additional post-processing, this results in the PEM.

Edge Preserving Smoothing and Canny Edge Detection:
When interpreting the surrounding world, humans tend to re-
spond to differences between homogeneous regions rather than
to structure within these homogeneous regions [25]. Hence,
finding perceptually strong edges mainly implies that texture
existing in homogenous regions can be neglected as if viewed
from a long distance. This can be implemented by smoothing
the image progressively until textual details are significantly
reduced, and then applying an edge detector.

Traditional low-pass linear filtering (e.g., Gaussian filtering)
smoothens out noise and texture, but also blurs edges, and con-

sequently, changes their spatial location. Since ringing detection
intrinsically requires accurate spatial localization of the edges,
edge-preserving smoothing is needed. Bilateral filtering was in-
troduced in [26] as a simple and fast scheme for edge-preserving
smoothing. It is a nonlinear operation that combines nearby
image values based on both their geometric closeness and their
photometric similarity, and prefers near values to distant values
in both spatial domain and intensity range. In the Gaussian case,
it can be expressed as

(1)

where

(2)

and denote the input and output images, and are space
variables, and the standard deviations and characterize the
domain and range filtering, respectively. The advantage of using
bilateral filtering instead of Gaussian filtering for the localiza-
tion specific detection of perceptually strong edges is illustrated
in Fig. 5.

Subsequently, a Canny edge detector is applied to the bilater-
ally filtered image to obtain the perceptually more meaningful
edges. Since the input image is already filtered, the subsequent
Canny algorithm is implemented without its inherent smoothing
step, while keeping the other processing steps unchanged. The
Canny edge detector uses two thresholds to detect strong and
weak edges, and includes the weak edges in the output only if
they are connected to strong edges. Their values is automatically
set, depending on the image content.

Perceptual Edge Map Formation: Since the HVS does not
perceive luminance variations at pixel level, the detected edge
pixels are necessarily combined into perceptually salient ele-
ments, facilitating further analysis and processing [25]. These
perceptual elements, which we refer to as line segments (LS),
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Fig. 6. Construction of the perceptual edge map (PEM). (a) Canny edge map.
(b) Related PEM with labeled line segments.

are constructed over the Canny edge map and will be used as
the basis for ringing region detection. The following processing
steps are implemented to define the LS in the PEM.

1) Skeletonizing: To guarantee that an edge is only one-pixel
thick, a kernel of 4 4 pixels is slid over all pixels, and
those pixel configurations that have a structure of [1 1; 0
1] or [1 0; 1 1] are replaced by [1 0; 0 1], and those with a
structure of [1 1; 1 0] or [0 1; 1 1] are replaced by [0 1; 1
0].

2) Edge Linking: The algorithm links all the edge pixels into
a set of elements; each element either contains two end-
points or is a closed loop. If an edge junction is encoun-
tered, the tracing procedure breaks, and a separate element
is generated for each of the branches.

3) Noise Removal: The elements with the number of con-
nected edge pixels below a certain threshold are discarded.
This is done with the ringing detection accuracy and speed
in mind.

4) Line Segment Labeling: The resulting elements of con-
nected edge pixels are referred to as line segments (LS),
and labeled.

Once this process is complete, we have the PEM. Fig. 6 illus-
trates the labeling of the LS in the PEM.

B. Ringing Region Detection

Each LS of the PEM is examined individually on the occur-
rence of visible ringing artifacts in their direct neighborhood,
taking into account luminance and texture masking. The re-
gions with visible ringing are then combined in a computational
ringing region (CRR) map.

Local Region Classification: In order to characterize the vis-
ibility of ringing around a LS, its surrounding is classified into
three different zones (see Fig. 7(a) for an example of a single
step edge): 1) Edge Region (EdReg): the original edge including
the compression induced blur; 2) Detection Region (DeReg): the
direct neighborhood of the EdReg, which potentially contains
ringing artifacts; and 3) Feature Extraction Region (FeXReg): a
region representative for the original local background, which is
located outward from the corresponding DeReg. These regions
are defined by thickening the LS with a different size for the
structuring element of a dilation operation. Fig. 7(b) gives an
example, in which for one LS [i.e., LS3 of Fig. 6(b)] the EdReg,
DeReg, and FeXReg obtained with a square structuring element
of 2, 9, and 17 pixels width, respectively, is shown.

Human Vision Model: Whether ringing is actually visible in
the DeReg strongly depends (because of masking in the HVS)
on the content of the original background, here represented

Fig. 7. Illustration of local region classification. (a) Illustration of the three
zones for a schematic step edge. (b) Illustration of how the zones are defined
around an actual line segment as part of a natural image. In (b) the black line
indicates the EdReg, the gray area defines the DeReg, and the white area refers
to the FeXReg.

by the FeXReg. Hence, the visibility of ringing is evaluated
for each LS by applying a model for texture and luminance
masking, using the texture and luminance characteristics of
the FeXReg. As a result, DeReg regions, in which ringing
is visually masked are eliminated, and only the perceptually
prominent DeReg ringing regions remain.

1) Texture Masking: The visibility of ringing is significantly
affected by the spatial activity in its local background, i.e.,
ringing is visually masked when located in a textured region,
while it is perceptually prominent against a smooth background
[22], [23], [27] as illustrated in Fig. 2. In this paper, texture
masking is modeled classifying the FeXReg of each LS into
“smooth” and “textured” objects, depending on the local back-
ground characteristics. The DeReg is segmented accordingly,
and those DeReg regions of which the corresponding FeXReg
is clustered as “textured” are removed. This approach intrin-
sically avoids explicit modeling of the HVS, and formulates
texture masking as a simple yet efficient local pixel clustering
procedure. The proposed scheme to implement this is illustrated
in Fig. 8(b). It generally involves the following steps.

1) Calculating the local activity of the image content covered
by the FeXReg by applying a global threshold to the gra-
dient in pixel intensity to create a local binary map (LBM)
of the FeXReg. This yields a profile of local pixel activi-
ties, and is formulated as in (3) and (4), shown at the bottom
of the next page, where the local activity LA at loca-
tion is approximated by the gradient of the image in-
tensity using a gradient operator (e.g., a Sobel operator).
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Fig. 8. Implementation of texture masking. (a) Pseudoconvolution template used to calculate approximate gradient magnitude. (b) Illustration of the algorithm.

The 3 3 pseudoconvolution template used to calculate
the gradient magnitude of a pixel at location is shown
in Fig. 8(a) ( corresponds to the pixel intensity at lo-
cation ). The threshold Thr txt is related to the mag-
nitude histogram of the gradient image, and thus, image
content dependent.

2) Dilating the LBM using a morphological operator, and la-
beling (e.g., by 8-connectivity) them into a set of connected
components, which are referred to as texture components.
This step intrinsically transfers pixel activities to a higher
level structure of region activities, motivated by the fact
that the human eye is not sensitive to variations at pixel
level.

3) Classifying all FeXReg covered by texture components
into “texture objects,” and the remaining FeXReg into
“smooth objects.”

4) Removing the regions of DeReg that belong to the “texture
objects” of FeXReg, since in these regions ringing is sup-
posed to be masked by texture, and discarding the resulting
regions of DeReg with their size under a certain threshold.
The maintained regions of DeReg are considered as per-
ceived ringing regions.

2) Luminance Masking: The visibility of variations in
luminance depends on the local mean luminance [18], [19],
[27]–[29]. As a result, the visibility of ringing is largely reduced
in extremely dark or bright surroundings, as illustrated in Fig. 2.
The implementation of luminance masking is the same as for
texture masking, but to guarantee efficiency, it is only applied

LBM LA Thr txt
otherwise

FeXReg (3)

LA

(4)
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Fig. 9. Implementation of luminance masking via the relation between the local
mean luminance (LML) and the artifact visibility coefficient (VC). Thr_lum
refers to the threshold used in the implementation.

to those regions of the DeReg remaining after the application
of texture masking. The procedure for luminance masking is
similarly formulated as a local pixel clustering model, and it
mainly contains the following steps.

1) Calculating the local averaged luminance, over a 3 3
template, centered on each pixel that is part of a “smooth
object” of the FeXReg

(5)

where denotes the pixel intensity at location ,
and LML denotes the local mean luminance. The vis-
ibility of ringing due to luminance masking is determined
according to the functional behavior shown in Fig. 9 [12],
and a local binary map (LBM) is generated by applying a
predefined threshold to the visibility coefficient (VC)

LBM VC Thr
otherwise

(6)

where LBM indicates a visible pixel location,
and LBM indicates a nonvisible pixel location.
This generates a profile of local visibility due to luminance
masking.

2) Dilating the LBM to obtain a set of connected components,
which are referred to as invisible components.

3) Classifying the “smooth objects” of FeXReg further into
“visible objects” and “invisible objects” depending on the
invisible components. This step combined with the one
mentioned above intrinsically yields the structures of re-
gion visibility.

4) Removing the DeReg that correspond to “invisible ob-
jects,” i.e., where ringing is not supposed to be visible
against a very low or very high intensity background.

Ultimately, only the regions of DeReg that yield visible
ringing remain. These regions are combined in the CRR map,
of which an example is given in Fig. 10.

C. Spurious Ringing Region Suppression

The ringing region detection method described so far only
exposes regions in an image which are likely to be impaired

Fig. 10. Example of (a) a computational ringing region (CRR) map corre-
sponding to (b) a JPEG compressed image.

by visible ringing artifacts. The resulting CRR map, however,
still includes obvious spurious ringing regions, containing either
“unimpaired” or “noisy” pixels misinterpreted as ringing pixels.

“Unimpaired pixels” indicate pixels in the detected regions of
the CRR map, which are actually not impaired by ringing. An
obvious example of the occurrence of “unimpaired” pixels is in
an uncompressed image. The ringing region detection algorithm
described so far will find the regions that might be impaired
with visible ringing, independent of the compression level. But
in an uncompressed image, these regions do not contain vis-
ible ringing, and hence, should be removed from the CRR map.
Note that without removal of these regions the overall objective
ringing metric including the step of quantification of ringing an-
noyance (see [16] and [17]) would not be less accurate, but less
efficient.

“Noisy pixels” are pixels in the detected regions of the CRR
map, that actually belong to an edge or texture. They are acci-
dentally misclassified to a ringing region as a consequence of
the dilation operation used in the human vision model.

To remove the spurious ringing regions, each detected ringing
region (RR) is further examined by calculating its amount of
visible ringing pixels. Those RRs with their number of visible
ringing pixels below a certain threshold are considered as spu-
rious, and consequently removed from the CRR map. Whether
a pixel in a RR is a visible ringing pixel is determined via the
local variance (LV) in intensity in its 3 3 neighborhood. The
spurious ringing pixels are suppressed by applying two thresh-
olds to the LV, a low threshold (Thr v low) and a high threshold
(Thr v high). Since unimpaired pixels exhibit no or very small
intensity variance in their neighborhood, a pixel with its LV
value below or equal to Thr v low is considered as an unim-
paired pixel. In the same way, a pixel with its LV value above or
equal to Thr v high is considered as a “noisy pixel.” This can
be formulated as

VC Thr LV Thr
otherwise

(7)

where

LV

RR (8)

Thr LV LS (9)

where VC indicates the visibility of a ringing pixel at
the th ringing region (i.e., RR ) with its associated line seg-
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Fig. 11. Source images.

ment (i.e., LS ), and indicates the local variance com-
puted over a 3 3 template, centered at a pixel intensity .
The value of Thr v low is chosen to be zero, and the value of
Thr v high is chosen to scale with the strength of corresponding
edge (see [23]). Thus, the ringing region RR is removed if

SUM VC
SIZE RR

(10)

where SUM VC indicates the number of visible ringing
pixels, SIZE RR indicates the size of the given RR, and
indicates the predefined ratio of visible ringing pixels over the
detected ringing region.

III. PSYCHOVISUAL EXPERIMENT

To validate our algorithm for ringing region detection, a psy-
chovisual experiment, in which participants were requested to
indicate regions of visible ringing in compressed natural images,
was carried out.1 The results were transformed into a subjective
ringing region (SRR) map, indicating where in an image on av-
erage people see ringing.

A. Subjective Experiment Procedure

A set of eight source images, reflecting adequate diversity in
image content, were taken from the Kodak Lossless True Color
Image Suite [30]. Fig. 11 shows these source images. They were
high-resolution and high-quality color images of size 768 512
(width height) pixels. These images were JPEG compressed
using MATLAB’s imwrite function at two different compres-
sion levels (i.e., and 50). This yielded a test database
of 16 stimuli. These stimuli were displayed on a 17-inch LCD
monitor with a screen resolution of 1024 768 pixels. The ex-
periment was conducted in a standard office environment [31]
and the viewing distance was approximately 40 cm.

Twelve students of the Delft University of Technology, being
eight males and four females, were recruited for the experiment.
Before they started the actual assessment, each of them was
shown three examples of synthetic ringing, synthetic blocking
and synthetic blur artifacts, followed by three real-life images

1The data collected from this experiment are available to the image quality
assessment community at http://mmi.tudelft.nl/~ingrid/ringing.html

in which ringing, blocking and blur were the most annoying ar-
tifacts, respectively. When the participant reported to be able to
distinguish ringing from other types of compression artifacts,
a set of images with the same level of ringing as used in the
rest of the experiment was presented. The participant was re-
quested to mark any region in the image where he/she perceived
ringing, independent of its annoyance. The images used during
this training were different from those used in the actual exper-
iment. After training, all 16 stimuli were shown in a random
order to each subject in a separate session.

B. Subjective Data Processing

The recorded edges per image and subject were transformed
into a binary image, in which a white pixel indicated perceived
ringing and a black pixel referred to absence of visible ringing.
This resulted in an individual ringing region (IRR) map per stim-
ulus and subject. These IRR were then averaged over all subjects
to a mean ringing region (MRR) map. From the MRR map, the
subjective ringing region (SRR) map was derived by simply ap-
plying a threshold (i.e., Thr srr) of 0.5, keeping only those edges
near which ringing was perceived by half of the subjects. This
threshold was introduced to avoid that subjective outliers would
strongly affect the performance comparison between various al-
gorithms. Its actual value is further discussed in Section V.

IV. PERFORMANCE EVALUATION

Our proposed ringing region detection method is validated
with respect to the results of the psychovisual experiment, and
its performance is compared to existing alternatives in litera-
ture. For this performance comparison, we implemented three
ringing region detection algorithms recently proposed: 1) region
clustering based ringing artifact measure (referred to as RCRM)
[23]; 2) morphological filtering based ringing artifact measure
(referred to as MFRM) [22]; and 3) no-reference ringing arti-
fact measure (referred to as NRRM) [21]. In literature, all three
methods are proved to be promising in terms of ringing region
detection.

A. Evaluation Criteria

To evaluate the performance of various ringing region detec-
tion algorithms we compared the CRR map as calculated for
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each of the ringing region detection algorithms to the SRR map
derived from the psychovisual experiment. These two binary
images (i.e., the CRR and SRR map) were compared visually
and via a quantitative correlation.

For the visual assessment we produced a comparison map
, which is an RGB color image generated by

(11)

The G (green) channel is assigned to the logical operator AND
of the two binary maps, and so, represents the correlated ringing
regions. The R (red) and B (blue) channels are assigned to edges
occurring only in the CRR map and the SRR map, respectively,
and so, represent the uncorrelated ringing regions between both
maps. Black regions represent the absence of visible ringing on
both maps.

The objective comparison of the CRR map to the SRR map is
quantitatively measured by two correlation coefficients, namely

and , defined as follows:

(12)

(13)

The numerator of indicates the total number of correlated
pixels between the CRR map and SRR map, while the denomi-
nator indicates the size of the ringing regions in the SRR map.
Thus, quantifies to what extent the subjective ringing regions
are detected by the computational models. However, this coef-
ficient by itself is obviously not enough to reflect the detection
accuracy of a computational model. A model might be capable
of capturing all subjective ringing regions, just by capturing
all edges, also those that do not contain visible ringing. These
falsely detected ringing regions consequently degrade partic-
ularly the efficiency of a subsequent ringing annoyance mea-
surement. The degree of false detections is quantified by . Its
numerator indicates the size of regions falsely detected by the
computational models, and its denominator indicates the size of
regions in the SRR map not detected by the human subjects. Ev-
idently, a higher value of combined with a lower value of
implies a good detection model.

B. Model Calibration

Our proposed ringing region detection algorithm uses a
number of parameters that need to be tuned to optimal, but at
the same time robust performance over different image content.
For this tuning, we used five new images (not part of the psycho-
visual experiment). These images were also JPEG compressed
with the MATLAB’s imwrite function at and 50. A few
experts in the area of compression artifacts (mainly the authors)
indicated the regions in the image with visible ringing. The
resulting data were used for optimizing the performance of our
ringing region detection algorithm. Robustness over content
was evaluated by applying these optimized parameters to the
new image content of the psychovisual experiment.

Parameters for the Edge Extraction: This set of parameters
includes the standard deviations (i.e., and ) for the bilateral
filter to control the extent of the smoothing effect, and the hys-
teresis thresholding (i.e., Thr high and Thr low) of the Canny
edge detector to trace strong edges while preventing breaking
of continuous edges. For the bilateral filter the selection of
and has been intensively discussed for natural images in [26],
and they were set accordingly to and in our
experiment (see [32] and [33]). For the edge detector Canny sets
the Thr high such that a certain percentage (i.e., ) of the total
amount of pixels is cumulated in the magnitude histogram of the
gradient image, and the Thr low as a fixed fraction (i.e., 0.4) of
the Thr high [24]. In our implementation, we used a relatively
low value of Thr high (i.e., %) in order to prevent loosing
relevant edges. This may result in irrelevant LSs in the PEM,
but these LSs are later discarded by applying the HVS model.
In other words, the choice for the thresholds of the Canny edge
detector affect the efficiency of the model rather than its accu-
racy. Finally, the threshold for the noise removal in the PEM
formation was set to 20 pixels. Again, this parameter affects the
efficiency rather than the accuracy of the model.

Parameters for Region Definition: This set of parameters de-
termines the width of the EdReg, DeReg, and FeXReg regions.
The EdReg representing edge blur is chosen to be equal to the
one-pixel thick LS. In case this value is too small, blur pixels
can easily be detected as spurious pixels in a ringing region (as
described in Section II-C). The width of the DeReg is set as a
single-sided support dimension of four pixels, which approxi-
mates the maximal extent of ringing that spreads out to a region
surrounding an edge in JPEG compression [4]. The actual width
of the DeReg may vary depending on the underlying properties
of the coding technique, but can be adjusted according to [34].
The width of the FeXReg is empirically selected to be the same
as for the DeReg. We experienced that the FeXReg may cross
an object boundary or reach another edge, which consequently
results in spurious pixels in a detected ringing region. The sup-
pression of these pixels has been discussed in Section II-C.

Parameters for the HVS: This set of parameters includes
two essential thresholds, i.e., Thr txt for texture masking and
Thr lum for luminance masking. The performance of our algo-
rithm is fairly insensitive to variations of these thresholds within
the range of [0.6, 0.95] and [0, 0.8] for Thr txt and Thr lum,
respectively. Varying these thresholds within their respective
range results in a variation of and over [85%, 95%] and
[1%, 3%], respectively. For the final performance evaluation of
our model, we set Thr and Thr .

Parameters for Spurious Ringing Pixel Detection: This set
of parameters contains three threshold values (i.e., Thr v low,
Thr v high [determined by as shown in (9)] and ) to fur-
ther eliminate undesired regions in the CRR map. It should be
admitted that this processing step is a fine-tuned optimization
to largely remove, for example, the “unimpaired regions” in
the CRR map of an uncompressed (or high bitrate compressed)
image, thus making the subsequent calculation of ringing an-
noyance [16], [17] more efficient. The parameters are deter-
mined as Thr and . Thr v low and

are set according to experiments and observations reported in
[23], while is empirically chosen. is mainly used to speed
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up the algorithm rather than to improve its accuracy. The inclu-
sion of the detection of spurious ringing pixels hardly affects the
overall performance of our model: including or omitting the de-
tection of spurious ringing pixels corresponds to a deviation in

and over a range of % % . It should, however,
be noted that the concept of removing spurious ringing pixels
is mainly important for the ringing annoyance estimation, and
hence, these parameters might need to be calibrated again for
the subjective data of ringing annoyance [16], [17].

Selected Parameters for Methods From the Literature: As
mentioned above, we will compare the performance of our
algorithm to three alternatives published in the literature. These
methods were implemented following the description in the
original publications. However, some important parameters
were adjusted to ensure a fair comparison. The parameters to
control the thresholding of the edge detector were tuned for
each algorithm to yield the highest performance possible for
the five test images used during calibration. The parameter for
determining the extent of ringing artifacts was equal for all al-
gorithms (i.e., a single-sided ringing region support dimension
of 4 pixels).

C. Evaluation of Overall Model Performance

The comparison maps for the visual assessment between
the SRR map and the (optimized) CRR maps of the various
algorithms are given in Fig. 12. The first column shows the
test images, the second column presents the SRR maps, and
the remaining four columns give the comparison maps of our
proposed algorithm, RCRM, MFRM, and NRRM, respectively.
In general, most of the ringing regions that were perceived in
the psychovisual experiment were also detected by each of
the four algorithms. However, our proposed method detects
the perceived ringing regions while introducing far less noise
(i.e., regions that are not observed subjectively) compared to
the other three methods. The correlation coeffcients and
between the SRR and each of the CRR maps is given in Fig. 13.
These data are summarized into an overall performance, shown
in Table I. In terms of detecting perceived ringing regions (i.e.,

), our proposed method outperforms the other three methods
by 15% on average. Also in terms of avoiding false detection
(i.e., ) our method is twice as good as the next best one,
namely the RCRM. The latter algorithm, however, is lowest in
performance based on .

V. DISCUSSION

In this paper we present a novel approach to the detection of
regions in an image impaired with visible ringing artifacts. The
output of the proposed algorithm serves as input for the second
step in the objective ringing metric, existing of the quantification
of the actual ringing annoyance in each of the detected regions
(as published in [16] and [17]). In this respect it is relevant to
realize that a good performance of the ringing region detection
algorithm mainly contributes to the efficiency of the second step
in the objective metric, rather than to the final accuracy of the
prediction in ringing annoyance.

So far, our algorithm is only tested for JPEG compressed
image material. More research is needed to also evaluate its per-
formance for different compression techniques. The algorithm

Fig. 12. Experimental results of visual assessment. (a) Images 1-8: Caps
(Q25), Caps (Q50), Beach (Q25), Beach (Q50), Plane (Q25), Plane (Q50),
Lighthouse (Q25), Lighthouse (Q50). (b) Images 9–16: Stream (Q25), Stream
(Q50), Sailing (Q25), Sailing (Q50), Parrots (Q25), Parrots (Q50), Door (Q25),
Door (Q50). The second column gives the subjective ringing region (SRR)
map, and columns 3–6 give the computational ringing region (CRR) map
calculated for our proposed approach, the RCRM [24], the MFRM [23], and
the NRRM [22], respectively.

is evaluated for two compression levels, and the corresponding
CRR maps are highly comparable. Since in this paper we only
measure ringing regions, and not ringing annoyance, this is not
surprising. Even for uncompressed images the CRR map will
be comparable at first instance, i.e., before removal of spurious
ringing regions as discussed in Section II-C.

Our proposed ringing region detection algorithm exists of two
essential contributions: an edge detector that only preserves per-
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Fig. 13. Quantitative comparison results. (a) Correlation coefficient � .
(b) Correlation coefficient � .

TABLE I
PERFORMANCE COMPARISON OF THE FOUR RINGING REGION DETECTION

METHODS (Thr ��� � ��� FOR THE SRR MAPS): MEAN AND STANDARD

DEVIATION OF THE CORRELATION COEFFICIENTS � AND �

ceptually relevant edges and a simple, yet efficient HVS. The use
of an ordinary edge detector (as in RCRM, MFRM, and NRRM)
makes ringing region detection very sensitive to the threshold
used; for a high threshold some visually salient edges may not
be detected, such that the obvious ringing regions are conse-
quently missed, while for a low threshold many irrelevant edges
may be retained, which results in a lot of false ringing regions.
Especially for content that is rather insensitive to masking by
the HVS (the image “Door” (see Fig. 12) is such an example),
the number of detected ringing regions strongly depends on the
threshold used for the edge detection. The value of our approach
is mainly generated by the bilateral filtering (preserving the per-
ceptually relevant edges) rather than by the edge detection itself.
The Canny edge detector could have been replaced by a different
edge detector, without expected change in performance.

Table I illustrates the advantage of using texture and lumi-
nance masking in ringing region detection (as in our proposed

TABLE II
PERFORMANCE COMPARISON OF THE FOUR RINGING REGION DETECTION

METHODS FOR Thr � ��� OF THE SRR MAPS: MEAN AND STANDARD

DEVIATION OF THE CORRELATION COEFFICIENTS � AND �

method, and in RCRM and MFRM). It obviously reduces the
number of detected false ringing regions (lower value). The
NRRM, not including HVS properties, clearly has the highest

value. From a practical point of view, this may significantly
degrade the efficiency, and to some extent the accuracy of
predicting ringing annoyance. Including HVS modeling is
especially crucial for highly textured images, such as the image
“Stream” (see Fig. 12). This type of content usually masks
ringing to a considerable extent, which should be addressed
by a robust HVS model. That our HVS model is sufficiently
robust against this demanding content is shown by its highest

value and its lowest value compared to the other two
algorithms including HVS properties (i.e., RCRM and MFRM;
see Fig. 13). Additionally, It should be noted that the number
of required computations for modeling the HVS is signifi-
cantly lower for our model than for to the methods RCRM and
MFRM. The reduction in complexity is achieved by calculating
the HVS only near the perceptually relevant edges and also by
simplifying the model of visual masking itself.

The third contribution to our ringing region detection algo-
rithm is a rather ad hoc one: the removal of spurious ringing
regions. Due to this spurious ringing region removal, our pro-
posed method captures slightly more visible ringing regions for
compression level than for compression level ,
which is in agreement with the corresponding SRR maps. The
impact of compression ratio is less obvious for the other alter-
native methods. However, this difference in performance is not
of major concern, since it can be corrected for in the quantifi-
cation of actual ringing annoyance, as long as all relevant edges
are captured in the ringing region detection.

The performance of the ringing region detection algorithms is
evaluated against the results of a psychovisual experiment, rep-
resented by SRR maps. From the visual assessment in Fig. 12,
it is clear that all algorithms detect ringing regions that do not
occur in the SRR maps. This is not surprising, since the SRR
maps are derived such that they only maintain ringing regions
detected by most of the participants. Hence, it is possible that
some perceptible, but not annoying ringing regions are omitted
by applying a threshold to the MRR maps (see Section III-B).
To evaluate how the selection of this threshold affects the per-
formance of all algorithms, the correlation coefficients and

are recalculated for a lower threshold of the SRR map (i.e.,
Thr ). The results, summarized in Table II, indicate
that the actual values of and change for all algorithms, but
that the general tendencies are maintained.
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VI. CONCLUSION

In this paper, a novel approach toward the detection of
perceived ringing regions in compressed images is presented.
The algorithm relies on the compressed image only, which is
promising for its applicability in a real-time video chain, e.g.,
to enhance the quality of artifact impaired video. It adopts a
perceptually more meaningful edge detection method for the
purpose of ringing region location. This intrinsically avoids
the drawback of applying an ordinary edge detector, which has
the risk of omitting obvious ringing artifacts near nondetected
edges or of increasing the computational cost by measuring
ringing visibility near irrelevant edges. The objective detection
in agreement with human visual perception of ringing artifacts
is ensured by taking into account typical properties of the
human visual system, such as texture masking and luminance
masking. The human vision model is implemented, based on
the local image characteristics around detected edges, to expose
only the perceptually prominent ringing regions in an image.
The proposed detection method is validated with respect to
ringing regions resulting from a psychovisual experiment, and
shows to be highly consistent with subjective data. The per-
formance of our approach is compared to existing alternatives
in literature, and has been proved to be promising in terms of
both reliability and computational efficiency. The proposed
ringing region detection method is meanwhile extended with a
ringing annoyance metric that can quantify perceived ringing
annoyance of compressed images [16], [17].
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