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Abstract as we know, no analytical methods exist that do
provide the desired insights.

Given that a negotiation outcome is determined to a  The step-wise analysis method introduced in this
large extent by the successive offers exchanged byaper is a concrete step towards providing such
negotiating agents, it is useful to analyze dynamic insights. It extends the work presented in [1], by
patterns of the bidding, what Raiffa calls the extending and providing a precise characterizatibn
“negotiation dance”. Patterns in such exchanges may the negotiation step classification and by prowdin
provide additional insight into the strategies udegd some useful metrics. These metrics in turn are tsed
the agents. The current practice of evaluating a define more complex dynamic properties of the
negotiation strategy, however, is to primarily fecon negotiation dance to facilitate the analysis ofiaas
fairness and quality aspects of the agreement.&ger  dynamic properties of the strategies under evalnati

a lack of tools and methods that facilitate a pseci Other analytical methods mentioned in the litemtur
analysis of the negotiation dynamics. To fill thesp, typically assess the performance of negotiation
this paper introduces a method for analysis based o  strategies in terms of fairness and quality aspafctise
classification of negotiation steps. agreement (if any) that agents reach. Aspects

The method provides the basic tools to perform a considered are who wins, the distance of the outcom
detailed and quantified analysis of a negotiation to the Pareto Efficient Frontier, the Nash Prodaat]
between two agents in terms of dynamic properties o the Kalai-Smorodinsky Point (see section 4.3 for
the negotiation trace. The method can be applied todetails). Formal definitions of these concepts ban
well-designed tournaments, but can also be used tofound in e.g., [11]. Such measures of evaluaticugo
analyze single 1-on-1 negotiation. on thenegotiation outcome

Example findings of applying the method to analyze Instead, the concepts introduced here are intettded
the ABMP and Trade-Off strategies show that facilitate the analysis of typical bidding patterns
sensitivity to the preferences of the opponent isinduced by various negotiation strategies. It ig th
independent, respectively dependent, on a correctobjective of this paper to propose a method andesom
model of that opponent. Furthermore, the results metrics that facilitate @recise characterizatioof the
illustrate that having domain knowledge is not ajwa  negotiation dance. In turn, such a characterizatibn

enough to avoid making unintentional steps. the dynamics of negotiation may contribute to the
_ identification of explanations for such findingsid the
1. Introduction aim of this paper to at leapartially identify some of

thereasonghat may explain particular findings, that is,
The negotiation dance of exchanging successivesoffe to associate particular aspects of a negotiatioblpm
by negotiation partners affects the negotiatiocomte  or strategy with particular extreme values (e.g.,
[11]. To gain more insight in the negotiation dymen  minimum or maximum) of the metrics defined below.
in [1] a classification of negotiation steps was e illustrate the use of these concepts for the
introduced in order to characterize and compare theana|ysis ofconcession tacticsor examp|e, a|though it
bidding process of humans and software agents. Thes generally acknowledged that a concession should
results showed an overall similarity of the biddstgle actua”y increasethe ut|||ty of the opponent and not
of humans and the Agent-Based Market Placesjust be a move thatlecreasesone’s own utility, in
(ABMP) strategy, a concession- oriented negotiation practice, as we will show, such behavior is notagfsv
strategy, see [7]. However, the analysis did noviole achieved by strategies that have been designed to
insights in why the different kinds of steps werad®,  concede towards the opponent. Steps that redute bot
nor did it help us understand why and to what ekten the agent's own as well as its opponent’s ut|||&x/é]
these steps affect the outcome of the negotiafisrfar been calledinfortunate stepécf. [1]). Both humans as



well as software agents using the ABMP strategyewer reached, based on the work of [12, 14]. The palser a

observed to make such steps in negotiation expatéme
reported in [1], but humans made fewer of themntro
this analysis we conclude that it is impossiblavoid
unfortunate steps without sufficient domain knowjed
or a model of the negotiation partner.

discusses some dynamic properties of the bidding.
Similar to the work presented in [8], the authosgedi
the SAMIN system, inspired by the system preseimed
[6], to analyze the ABMP strategy playing againse|f

and playing against human negotiators. The

The paper is organized as follows. The next sectionexperiments showed that human and ABMP negotiators

discusses related work.
introduce the topic of negotiation dynamics. Set#o

In Section 3, we briefly primarily made concession stepgsee for a precise

definition Section 4). Additionally, it was showhat

introduces the step-wise analysis method and somehumans were more diverse, i.e. the types of negwtia

metrics for analyzing dynamic negotiation propertie
In Section 5, the method is illustrated by analgzine

Trade-Off [5] and ABMP [7] strategy in various
negotiation domains. Finally, the paper concludéh w
some suggestions for research on
negotiation derived from the proposed analysis otth

2. Related Work

In order to develop efficient negotiation stratagibat
are robust as well as outperform other strategies,

steps they performed were more diversified.

The initial, informal classification of negotiation
steps and the results reported in [1] form theirasipn
of the current paper. In combination with the Helie

automatedexpressed by many that the pattern of offers exgddn

influences the negotiated outcome, this motivated o
study of negotiation strategies from the perspectf/
the negotiation dynamics and the actual steps made.

3. Negotiation Dynamics

believe it is important to be able to evaluate the In the analysis of negotiation strategies, not dhly

dynamic behaviour induced by negotiation strategies outcome of a negotiation is relevant, but also the
An analysis of negotiation dynamics in our opinion bidding process itself is important. Mistakes made
requires the use of both theoretical as well asduring the bidding can have an enormous impact on

experimental evaluation methods, in which at I¢last
following aspects are attended to:

» competitionwith other strategies and itself,

* case studiesf varying complexity, and

« theoretical propertie®f the dynamics.

both players. Although experienced negotiators
confirm this, and it is also recognized by researstof
negotiation strategies for automated negotiatitiis t
hypothesis is difficult to quantify. Examples from
human negotiations are of the form: “a wrong offen

This paper discusses some case studies of varying/pset relationships, even causing the other party t

complexity and some theoretical properties. Forepap
that focus on the competition with other stratedfes
reader is referred to e.g., [5, 6, 14]. Additiopathe
scope of research reported here concerns
negotiation dynamics as a pattern of offers (ci])1
That is, our work concernsargaining a method for

walk away”, or “Sometimes an offer that is meangaas
concession to the other party confuses the isqugs.
can only be circumvented if there is enough trust

thebetween the parties to exchange some information on

their respective preferences.”
From the point of view of automated negotiation,

reaching joint agreements by means of exchangingthe objective is to stay as close as possibledddreto

offers according to e.g., an alternating offersqcol.

Efficient Frontier. However, in automated negotias

There are many papers discussing the quality oftypically no prior information is exchanged abohe t

negotiation strategies. We briefly mention someepsp

preferences of the negotiating parties, and northef

that discuss aspects that are complementary te thosplayers know where the Pareto Efficient Frontier
discussed here. In [9], a classification scheme isactually is. It thus remains a challenge to stayemod

provided that defines some properties that arenteie
towardsrationality and the use of resourcdn [8], the

close to that Frontier. To this end, opponent rodgl
is an often used approach to better predict whids b

authors discuss the performance and evaluation of awill be appreciated by the other party, see, €3910].

negotiation software agent against humans.
evaluation measures used concern the agent’s/ wflit
the agreement versus that of humans, andstugal
welfareassociated with the agreement.

In [1], a formalization of the negotiation procdss
provided together with a set of performance propert
that facilitate evaluation of the quality of ther@gment

The

More precisely, five key factors can be identified
that shape the outcome of a bilateral negotiatiith w
incomplete information: (i) knowledge about the
negotiation domain (e.g. the market value of a peod
or service), (i) one’s own and one’'s opponent’s
preferences, (i) process attributes (e.g. dead)in(iv)
the negotiation strategies, and (v) the negotiation
protocol. In this paper, our interest is in analggi



classifying and in precisely characterizing aspexfts
the negotiation dynamics that influence the final
agreement of a negotiation. The main interest hurs
proposing concepts and metrics that relate thedera
to specific aspects of the negotiation dynamics tand
thus gain a better understanding of the final cueof
a negotiation. The analysis does not take the rfestof
the protocol per se into account but instead fosase
the exchange of offers. In principle, the methddved
for generalizations to multi-party negotiations lpug
do not consider such extensions here (see e.9. [13]

4. Step-Wise Analysis Method

In bilateral bargaining, the negotiation dynamiss i
completely represented by the sequence of offers t
(b's, b%, b’ ... ) exchanged between parti®sindO,
also called theegotiation trace A negotiation trace is
calledclosedif it ends in either amcceptor withdraw
move by either party. In this section the basidamst
of the step-wise analysis method are defined: etas$

negotiation steps, metrics, outcome properties, and

patterns over negotiation steps. After that théedkht
phases of the method are defined.

4.1 Negotiation steps

The key unit of negotiation dynamics analysis is a

single negotiation stepperformed by one of the
negotiating parties. A negotiation step in bargaini
consists of an offer proposed by one party to thero
If this offer is not the first offer proposed by agent,
it typically is computed using at least the pregiaifer
proposed by that agent as input. To record thisgad
to facilitate notation below, formally, a negotatistep
s by agenta is modeled as ansitionfrom a previous
offer b, to a newly proposed offdx’,, which is written

asb, -b’,. Such steps can be classified based on the

associated utility for both parties.

For the step-wise analysis method the classes of

negotiation steps of [1] have been extended with tw
additional classes. In a number of papers, it reenb
suggested, that it is smart not to make concessams
soon, but to move over one’s iso-utility lines fifs].
For this reason, a separate categoryioé stepghat

move in the direction of the opponent but do not

concede own utility is introduced. An example of a

Before formally defining the concepts below, some
additional notation is introducedJgb) denotes the
utility of “Self” with respect to bidb. Similarly, Ug(b)
denotes the utility of “Other” with respect o We use
Aq(b, b") = Uy(b')-Uy(b), a/£S,0}, to denote the utility
difference of two bid$ andb’ in the utility space of
agenta. We also writeA,(s) to denoteA,(b, b’) for a
steps = b-b’. Herewe present a precise definition of
the classes of negotiation steps proposed in [1]
extended as discussed above. These step categories
define the core of the step-wise analysis method.

Definition of Step Classes:
Let ssbs—b’s be a step in the bidding by Self (the
definition for Other is completely symmetric). Thie
negotiation step s taken by Self is classified:as a
» Fortunate Stepdenoted by (S+, O+), iff:
AgsP>0, andAq(s)>0.
Selfish Stepdenoted by (S+, 9, iff:
A4s8)>0, andAq(s)0.
» Concession Steglenoted by (S-, 9, iff:
Ag(S)X0, andAq(s)=0.
* Unfortunate Stepdenoted by (§ O-), iff:
A4S0, andAg(s)O0.
* Nice Stepdenoted by (S=, O+), iff:
Ags)=0, andAo(s)>0.
» Silent Stepdenoted by (S=, O=), iff:
Ag(S)F0, andAq(s)=0.

The proposed classification is exhaustive, andstalp
classes are disjoint. (To allow for some margimebrs

the areas of the Nice and Silent steps can belséet
somewhat in the analysis. In that way, a step iichvh
only 0.005 of Self's utility is lost would still be
classified as e.g. Nice, instead as a Concessiora)
concession step some own utility needs to be catted
but the opponent’s utility may stay the same. lohsu
cases, Self can claim that it made a concessigntste
arguing that it conceded some of its own resources.
Each step type in a negotiation typically has a
distinct role or function, though often in autonthte
negotiation systems not all of these step types$adaen
into account. Fortunate steps happen spontaneously
human negotiations (see [1]). Having a strategy itha
able to perform such steps deliberately is berafici
since such steps can be used to recover from moves
away from the Pareto Efficient Frontier, e.g., he t

strategy that is designed to make such steps is theeg it of concessionsor unfortunate stepsThe latter

Trade-Off Strategy based on similarity criteria
discussed in [5], a variation is proposed in [13].
Additionally, so-calledsilent stepsare introduced to
represent the fact that parties sometimes repedt th
offers, and may not make any concessions at afl asc
in a Boulware otake it or leave istrategy, see [12].

two steps aim at reaching a jointly acceptable mute
Although it would be best to avoid unfortunate step
all times when conceding, it is impossible to gnsea
this when the opponent's preferences are known
incompletely. Selfish steps may be performed by an



agent to signal to the other party that a previoose strategy that is supposed to learn its opponent’s
is not appreciated. The role of nice and silemsteas preferences can be verified by checking whether the

been discussed above. frequency and/or size of unfortunate steps over a
_ _ negotiation trace decreases. Such patterns cardme s
4.2 Step Metricsand Pattern Properties as a measure afdaptability of a party to its opponent

) . ) o Another useful measure of theensitivity to the
Having established different types of negotiatiezps opponent’s preferencesan be defined by comparing
that are useful in the analysis of negotiationtsg®s,  the percentage dbrtunate, nice and concession steps
we now introduce and define metrics in terms obéhe ;¢ increase the opponent's utility to the peragetof
steps that can be used for the analysis of negstiat  seffish, unfortunate and silent stefisat decrease it.
traces. First, some additional notation is defir@ien Intuitively, an agent that only performs steps that

— i ih . : . .
a tracet = (b's, b, b’s ... ) of offers,t' denotes thé increase its opponent's utility can be said to vy
element of this sequence. Ligt(resp.to) denote the  gensitive to the needs of its opponent.
sequence of steps fronthat are made by agent “Self”

(resp. “Other”) and let class/A{Fortunate, Nice,  Definition. Sensitivity to Opponent Preferences
Concession, Selfish, Unfortunate, Silenthen t The measure for sensitivity of agento its opponent’s
denotes the subsequence of steps that belongsccla  preferences is defined for a given tradg:

Fina"y, t(a,c)x also writtent,., denotes the Subsequence sensitiviy (t): %Fonunate(ta)+%Nice(ta) +%Concessior(ta)

of steps bya/{S,0} that belong to class. The 7 Yoseistlta) + Pountortunae (ta) + Yosient(ta)
following step metrics are introduced here: In case no selfish, unfortunate or silent stepsnaace
we stipulate thasensitivity(a,t)=o. If sensitivity(t)<1,
then an agent is more or less insensitive to oppone
preferences; ikensitivity(t)>1, then an agent is more
or less sensitive to the opponent’s preferenceth wi

Definition. Number of Steps per Trace
The number of stepg #h a tracet of length |t | =n is
defined as follows: #= |t |-1.

Definition. Total Utility per Class complete sensitivity forsensitivity(a,t)=o. Typically,
The pairTotak(t) of sums of utility differences in all  this sensitivity measure varies with different damsa
steps of class in a sequenceof steps is defined by: and different opponents and averages over more than
Total(t) = ( Totakdt) , Totabdt) ), one trace need to be computed. Note that the nofion
where for any agert/4S,0}: Totaldt) = % Aa(tic)- sensitivity isasymmetricone agent may be sensitive to
the other’s preferences, but not vice-versa. Itices,
Definition. u-Average Utility per Class this metric is used to analyze the sensitivity wb t
The pairu-Ave(t) of average differences in utility in all  existing negotiation strategies and its relation to
steps in class in a sequenceof steps is defined by: knowledge of the opponent's preferences and the
u-Ave(t) = (U-Avesdt) , u-Ave(t) ), negotiation outcome is discussed.
where for any ager@t/{S,0}.
u-Avedt) = X At / #.. 4.3 Outcome properties

Here #. is a number of steps of class c in trac€his

metric measures the average utility conceded perThe usual outcome performance metrics are used to
negotiation step. A relative measure can be defined determine the quality of an agreement with respect
terms of this metric to identify how much utilitya ~ Players, the distance to the Pareto Efficient Feont
been conceded by agemt relative to the other, Nash Product, and Kalai-Smorodinsky, see e.g2]9,
indicated by agenig: u-Ave(t) / u-Ave(ty). This Other gl_ob_al measures taken are the (average) mumbe
figure, if not identical to 1, indicates that onerty is a of negotiation round® needed to reach an agreement,
concederrelative to the other, and that concessions the number of agreemensreachedn a tournament,
may not have been paced and linked to that of tiero and the timél taken by each party. Outcome properties

party, as is advised by Raiffa [11, p. 128]. are not the main topic of this paper.

Definition. % per Class 4.4 Phases of the Step-Wise Analysis M ethod

The percentage %) of classc steps in a trace is

defined by: %(t) = #. / #. Based on the above concepts, the step-wise analysis

method is specified by:
Negotiation strategies can be designed with smecifi 1. Starting point: the strategies to be analysed,and
aims in mind that should be observable as patterns library of domains and of other strategies that can
the negotiation dance. For example, the success of be used to test the input strategies.



N

If necessary, implement the input strategies. The following strategies have been studied: The

3. Set up a tournament with the selected negotiation ABMP strategy [7], a concession oriented strategy,
strategies and case studies. which computes bids to offer next without taking

4. Run the tournament and log every negotiation, domain or opponent knowledge into account.
along with the names of the strategies, the domain(Experiments were run with a negotiation speed.df 0
name, and the preferences of the players. and a concession factor of 1, see [7].)

5. Test and classify the step properties and metrics, The Trade-offstrategy is based on similarity criteria

classifying all steps of a negotiation and logging [5], and exploits domain knowledge to stay closéht®

the results, test the outcome properties and thePareto Frontier. The “smart” version of this stggte

other overall properties performs nice steps if possible; otherwise it colesea
6. Apply statistics and produce analytical results. fixed amount 0.05 (cf. [5]). For the Service-Origtht
7. Interpret results, produce graphics. Negotiation domain, we reproduced the results
The effectiveness of the step-wise method is ifatet presented in [5].
in the next section by some illustrative case stsldA The Random Walkerstrategy randomly jumps

tournament a la [6] is used to experiment with wasi through the negotiation space, and can be run avith
strategies. In the tournament, strategies playnagai without a break-off point (to avoid making offerslaw
each other, against themselves, and are applied tdhat utility). Random Walker serves as a “baseline”
varying negotiation domains, with varying preferenc strategy.

profiles. The negotiation problems used are vaaisd

in the amount oflomain knowledgé¢hat is available. 5.2 Experimental resultsand inter pretations

For example, the issue price typically is rather ) ) ]
predictable, more is better for the seller, lesbétter A tournament with the strategies and domains of the

for the buyer, and the normal ordering of the real Previous section was set up and run. A full analysis

numbers is maintained. For some domains one alsgnade of the type of steps made, which was then tased
knows that some issues are more important thansthe Calculate the average sensitivity ratio for alltees
This kind of knowledge is important in strategies's strategies over multiple runs against all strategie

as the Trade-Off strategy [5], but other strategles  (including itself) in the domains described abolre.
not employ this kind of knowledge. that setting, ABMP shows an overall sensitivity205,
Trade-off 2.2, and Random Walker 1.1. Theoretically

5. Step-wise Analyses M ethod Applied over all domains and against all strategies, Random

Walker would have a sensitivity value of 1. When
This section illustrates the method for a comboratf considering overall utility the scores are: ABMA'D.
strategies and negotiation domains, while focuging  Trade-Off 0.74, and Random Walker 0.69. Note, that
individual steps — in particulamfortunate steps and the efficiency of the agreement does not correlate
on the sensitivity of two negotiation strategieghw  strongly with the sensitivity values of the stragsg

respect to preferences of the opponent. The sensitivity scores of ABMP and Trade-Off can be
better understood by considering the domains irchvhi
5.1 Strategies and Domains Used they played. Figure 1 shows typical runs in the
AMPOvsCity domain.
The negotiation domains used in this paper are: Figure 1a shows a run of Trade-Off, representing

The Second hand car sellindomain, taken from  the City, versus Random Walker (with break-off et
[7], includes 5 issues. Only the buyer's prefersrmed  0.6), playing AMPO. The Random Walker strategy is
the price issue are predictable, in the sense @hat insensitive with respect to its own preferencesis Th
agent can reliably predict the other agent's pesfees fact, combined with the lack of information of riNa

associated with an issue. importance of issues (weights) causes the unfotéuna
The Service-Oriented Negotiatiodomain, taken  steps produced by the Trade-Off strategy.

from [5], includes 4 issues. All issues are preahi, Figure 1b shows Trade-Off (as City) vs ABMP (as

ie. based on available “domain knowledge” AMPO) in which ABMP is rather insensitive (average

preferences can be reliably predicated. value 1.5), and Trade-Off is sensitive (averageieval
The AMPO vs Citydomain, taken from [12], 27). In this domain Trade-Off really exploits the

inClUding 10 iSSUES, of which Only 8 are predl%abl available domain know|edge_

Information about the opponent’s issue prioritesot Figure 1c shows Random Walker (City) vs ABMP

available, i.e. the Welghts agents associate sihes. (AMPO) ABMP a|Ways concedes on all issues,

determining the size of the concession on the rdiffee



between the utilities of its own bid and that of it functions and thus opponent preferences sensitbfity
opponent. It does not use previous opponent bigeto the Trade-Off strategy decreases (2.7 in averageit b
insight into the opponent’s preferences and assaltre is still more sensitive to the opponent preferertbas
does not adapt much to the strategy of the opponent ABMP (1.5 in average). Similarity functions for the

A S S S S Second hand car domain were defined in such way tha
- they often do not match the preferences of the
e o negotiation opponents. In addition, the weightshef

1

0.9+
0.8+

074 Pareto Efficient|

. f e | similarity function do not match the opponent’s
E os N 3 importance factors of the negotiation issues. Taasls
] S iy " to underperformance of the Trade-Off strategy (&.5
> AV I average) while ABMP shows more robust negotiation
0.1 | B behavior (2.3 in average). The experiments showiftha
. less domain knowledge is available, Trade-Off makes
apo more unfortunate steps.

In general, when issues are predictable, the chance
of making an unfortunate step becomes small. This
aspect becomes clear in the car domain, where the
seller's preferences are rather predictable, baet th
buyer's preferences vary a lot. ABMP’s average
sensitivity in the car domain to opponent’s prefiees
is 2.3, but when restricting that to AMBP playirtet
buyer we get an average of 4.3.

We conclude that it is impossible to avoid

1.0

0.9
0.84
0.7

0.6+

City

0.5+
0.4+
0.34
0.2
014

M 0T oz os od 05 o6 o7 oo o8 1o unfortunate steps without sufficient domain knowjed
GHED or opponent knowledge. Indeed, the similarity ciéte

(b) functions used in the Trade-Off Strategy provide
10 : —_— general information about the negotiation problent,

ol JR— do not take into account the specific attributeshef

Pareto Efficien

omer negotiating parties. In any particular case, a tiatyw

0.8+

0.7

LEN y = - may deviate from the generalized domain model in
& Ej i various ways. Approaches as reported in [3, 8, 16]
sl L | apply techniques to learn more about the opponent.
" r 6. Conclusion
R This paper shows that an analysis of the negotiatio
(© dance [12] is important for the understanding and

Figure 1 — Dynamics of negotiation process for: a) improvement of negotiation strategies. The stegwis
Trade-Off (City) vs Random Walker strategy (AMPO), analysis method introduced in this paper focusethen
b) Trade-Off (City) vs ABMP strategy (AMPO), c) classification of negotiation steps and a metrigero
Random Walker (City) vs ABMP strategy (AMPO). this classification. The classification enables tos
The Pareto Efficient Frontier is built accordingits relate theintent of a strategy in making a negotiation
definition (see [12], pp. 227) using exhaustiverskea step with the actuality of theerceptionof that step by

The opponent sensitivity analysis shows a direct (€ Opponent. For example, a strategy might be
link between the correctness and/or completenegof ~ CONCession oriented, i.e., steps are intended to be
domain knowledge and opponent preferences CONCessions, but in reality some of these stephtrig
sensitivity. The Trade-Off strategy is very semsitto  Unfortunate meaning that although the proposer of the
opponent preferences given complete information. In Pid is giving in, from the perception of the reasivthe
that case, the similarity functions exactly mattle t  Pid is actually worse than the previous bid.
opponent's preferences and the weights exactly B_y testmg strategies over various domains and
represent the issue importance factors of the cgion  29ainst various opponents patterns emerge of when
and the sensitivity metric is converging to infjnit such unfortunate steps occur. Furthermore, it gives

The Service oriented negotiation domain does not MOre insights into properties such as the sertsitof
have information about weights of the similarity Strategies. Experiments with the step-wise method
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