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Abstract. It is commonly believed there is a big gap between agent $ogjil
computational agent frameworks. In this paper, we showttiggap is not as big
as believed by showing that GOAL agents instantiate Intentiogic of Cohen
and Levesque. That is, we show that GOAL agent programs cdorbelly
related to Intention Logic. We do so by proving that the GOAdrification Logic
can be embedded into Intention Logic. It follows that (a fret of) Intention
Logic can be used to prove properties of GOAL agents. The wephrted is an
important step towards the application of standard toolsifmodal logic for e.g.
model checking agent programs. Our results also prove luisgfaxtending the
expressiveness of the GOAL agent language. This is illtestrby incorporating
temporally extended goals into GOAL agents.

1 Introduction

As has been observed by many others, there is still a corditbegap between logical
theories of rational agents and most computational framesMfor such agents [10, 12].
Though it is generally hard to connect computational fraorwfor rational agents to
logics for such agents, in this paper we show that it is péessdoformally relate the
GOAL agent programming language [4, 8] and Intention Logi€ohen and Levesque
[3]. The result proven establishes that GOAL agents ingtenthe theory of rational
agents as proposed by Intention Logic, although we alsoeatigat the theory needs
revision at a number of points.

The motivation behind our work is the observation that ttegeea number of basic
similarities between Intention Logic and the GOAL Verificat Logic (“GOAL Logic”
for short, see [4]). Most notably, both are based on lin@ae firames and both incorpo-
rate basic notions of a common sense perspective on ratigtiah - beliefs and goals
in relation to action. Intention Logic has been proposed #weary of the “rational
balance” of beliefs, goals, intentions and actipisspired by Bratman'’s theory of in-
tention. It thus proposes a set of rationality principletsoraal agents should comply
with. The GOAL agent programming language is based on anideasjp incorporate
similar rationality principles, and has been proposed tieary of computatiobased
on the common-sense notions of belief and goal. Relatiniy tooimally thus would be
a significant step in bridging the gap between agent theaheagineering.

Establishing a formal connection between GOAL and Intentiogic is useful for
a number of reasons. First of all, it connects the GOAL agengiamming language
to an agent logic in a formally precise sense, contributingrie of the long-standing
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challenges of agent research of bridging the gap betweeant #gmory and agent pro-
gramming [10]. It shows that agent logics such as Intentiogit. can be applied and
used for the verification of properties of computationalrdgeConceptually it is inter-
esting to compare the agent concepts and rationality pleiincorporated in Inten-
tion Logic with those used by GOAL agents. Related to this h@asthat establishing
a formal connection turns out to be useful for extending G@#&ents with temporally
extended goals [1]. On top of this, technically, the mapmh@OAL Logic into a stan-
dard modal logic is useful since it makes available the righad tools available for
such logics. These include, for example, tools for modetkimg, which can be used
to achieve one of the main goals of our work - to establishfigation tools that can
be practically applied to computational rational ageniisalfy, combining the frame-
works of two approaches also has an effect in the opposketibn: we will argue that
assumptions made for Intention Logic can be broadly caisgdthreefold: those that
constitute a basic logic for intention, those that can beceted of as natural in special
situations, and those that seem to be not necessary, orreMeniuitive.

The paper is organized as follows. In Section 2 we brieflyoititice the agent pro-
gramming language GOAL and its verification logic as propase[4]. In Section 3
the propositional fragment of Intention Logic used in thappr is introduced. In Sec-
tion 4 we show that GOAL Logic can be embedded into Intentiogit. In Section 5
we (re)use the embedding proof to show how to incorporatpteatly extended goals
into GOAL agents. Finally, in Section 6 we conclude the pagpet discuss possible
directions for future work.

2 The Agent Programming Language GOAL

GOAL agents derive their choice of action from thbgliefsand theirgoals GOAL
agents consist of four components: (i) a set of beliefs dallbelief base (ii) a set of
goals called goal base(iii) a set of action rules, called tlagent programand (iv) a set

of action specificationsThe beliefs and goals are drawn from some logical language.
The basic ingredients needed are a knowledge representatiguage and associated
inference relation and update operators. Here we follovafd] throughout the paper
we assume a propositional languagie(with typical elementg) defined over a set of
Atoms with entailment operato=. The beliefs and goals of a GOAL agent define its
mental statewhich needs to satisfy a number of rationality constraints

Definition 1. (Mental State)

A mental stateof a GOAL agent is a paitX, I') with X a belief base and™ a goal
base consisting of sentences drawn from a classical prtpoal languagely, i.e.
X, I' C Ly. A mental state needs to satisfy the followiationality constraints

— Belief bases are consistenf. [~ false,
— Individual goals are consistent!y € I" : v [~ false,
— Goals are not believed to be achievet): ¢ I" : X [~ ~.

Rational agents are assumed to have consistent beliefsoatglthat are not (logi-
cally) impossible to achieve which motivates the introéducbf the first two rational-
ity constraints. Goals of a GOAL agent aaehievement goalhat the agent wants to
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achieve some time in the future. As such, an agent may havgewchievement goals
that taken together are inconsistent but may be achievethigr erder over time (cf. [4,
7,8]). A GOAL agent is assumed to be committed to achieviegéhgoals. A rational
agent however will not invest resources in pursuing goalsahe already (completely)
achieved, which motivates the third rationality constrain

In order to be able to decide on its next action a GOAL agemdots its belief and
goal bases. To do so, so-callegental state conditionare introduced to reason about
the agent’s beliefs and goals. The langudgeof mental state conditions extends
with a modal belieBB and goalG operator, which can be used to express conditions on
the mental state of an agent.

Definition 2. (Mental State Conditions: Syntax)
The languag€e,,, (with typical elements, ¢) of mental state conditioris defined by:

¢ € Ly = anyelementir’y

YELn =B |Go || YAy

The set of mental state conditions consists of Boolean coatioins of formulae
of the formB¢ and G¢ with ¢ € L. It is not allowed to nest the operatddand
G in mental state conditions. Also note that simple proposdl formulas without
occurrences 0B or G operators are not mental state conditions. These formutae a
calledobjectiveand are used to represent properties of the agent’s envinatrinstead.
The semantics of mental state conditions is evaluated wihect to mental states.

Definition 3. (Mental State Conditions: Semantics)
The semantics of mental state conditions is defined rel&digemental staté >, I').

(£,[)=Bg  iff Tk ¢,
(X, I = G¢  iff 3y e I'suchthaty = ¢ andX (£ ¢,
(2.0~ it (5,1) 0,

(2,1) E v AY iff (£,1) Evand(S,T) .

The semantics of the goal opera@rdefines an agent’s achievement goals as those
propositions that follow from a single goal in the agent'sigoase that is not believed
to be the case; in other wordsp expresses that is an achievement goal in this sense.

GOAL agents select actions using a rule-based action galettechanism. In the
remainder, we assume a set of actichgwith typical elementx, o’) has been pro-
vided. Action rulesof the formif ¢ then « are used to specify that actien can
be performed, or, ignabled whenever condition) holds, wherey is a mental state
condition. This mechanism allows agents to derive theiiahof action from their be-
liefs and goals. The semantics of action selection and ¢xecare formally specified
in GOAL by means of an operational semantics; here, howaweibstract from the
formal details (see [4]) and we will represent action sédecimplicitly by means of
action occurrences in a set of possible tracesrage simply is a sequence of mental
states and actions.

Definition 4. (Trace)
Atracet is an infinite sequencey, ag, m1, ag, - . . of mental states; and actionsy;.
We also writef” to denote théth mental state and’ to denote théth action.
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Intuitively, a trace corresponding to a possible compatetif a GOAL agent needs
to start with a mental state that corresponds to the initeaesof the GOAL agent. The
changes in mental states over time are the result of exgcattions (which ideally
correspond to changes in the agent’s environment). Actitesrand preconditions do
not need to determine a unique action to be taken by the agentime point. The
semantics associated with the action selection and execafia GOAL agent thus
does not define a unique computation but corresponds to & setrgputations. This
motivates defining the meaning of a GOAL agehts a set of traces, in line with the
fact that we abstract from the semantics of action seleetimhexecution in this paper.

2.1 GOAL Logic

To obtain a verification logic for GOAL agents temporal opgera.are added on top of
mental state conditions to be able to express temporal giepever traces. Addition-
ally an operatostart is introduced to be able to pinpoint the start of a trace.

Definition 5. (Temporal Language: Syntax)
Thetemporal languag€¢ (with typical elementg, x’) is defined by:

X € Lg u=start | € L, | -x | x A x| xuntil x | [o € A]x
The semantics of ; is defined relative to an ageut, tracet € .4 and time point.

Definition 6. (Temporal Language: Semantics)
The truth conditions of sentences frafa: given a GOAL agen#, tracet € A and
time pointi are inductively defined by:

A, t,i = start iff =0,

At,i | Go iff 7" k= Go,
At i =g iff A t,i b o,

AtiiEpAY iff At,ikE=pandA,t,ikE=1,
AtiiEpuntily iff 3j>i: At,jEvandVi <k <j: At kE o,
At i = [ap iff Vie Aty =a= At,i+1}p).

Note that formulas of the fornin]e specify universal action postconditionsn
particular, we haved,t,i = [o]p iff A, ¢',i E [o]p iff A | [a]e. This operator
allows to define the Hoare system for GOAL which was provenmete in [4] and
facilitates reasoning about actions. This operator isiahitt GOAL Logic to be able
to compositionally prove properties of all traces inducg@lisOAL agent [4].

3 Basic Intention Logic

Our interest in this paper is in th@ngle-agent, propositional fragmenf Intention
Logic without dynamic (composition) operators such as satjgl composition. In
essence, Intention Logic can be considered a single-aggiat(cf. [12]) and the sin-
gle agent restriction boils down to excluding multiple ajabels and variables ranging
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over such labels from the logical language. The restridtidhe propositional fragment
implies that we do not introduce quantifiers and variablagireg over events, agents or
domains. Temporal operators are also introduced explicitthe language rather than
defining these as rather complex quantifications over evéhtsfragment of Intention
Logic introduced here is referred to henceforttBasic Intention Logicor sometimes
also simply as Intention Logic.

Definition 7. (Basic Intention Logic: Syntax)
The language& ; is defined by:

a ::= any element from | IF ¢ THEN « ELSE NIL,

¢ ::= any element fromtom,

pu=¢|-p|pAep]|BEL ¢ | GOAL ¢ | HAPPENS « |
DONE « | t | BEFORE ¢ ¢ | E,

t ::= any non-negative numeré, 1, ...)

The main modification made to Intention Logic is the additidra global modal
operatorE (cf. [2]). The operatoHAPPENS is too weak to reason aboall possible
effectsof executing an action which is crucial for verifying propes of the behaviour
of an agent program (compare the dynamic opergaipy introduced above and the
usual dynamic modality in Dynamic Logic [6]). The standalbeeviations are used
for true and disjunction/. Some additional abbreviations used are:

UNTIL ¢ ¥ £ ~(BEFORE ¢y —¢), 0p £ (true UNTIL ), Op £ —0—p
KNOW ¢ £ & A BEL o, KNOWIF ¢ £ KNOW ¢ v KNOW —p.

After introducing the fragment we refer to 8asic Intention Logicthe question
remains how much of thineoryof Intention Logic about rational agency survives. As
it will turn out, a large part can be (re)formulated by usiegiporal operators only.
This issue will be revisited at the end of this Section.

3.1 A Run-Based Semantics for Intention Logic

Semantically we first introduce a run-based semantics feamtion Logic and then
discuss how our semantics relates to that introduced irdi#erent from [7] we use
standard linear ordeiisto define models for Intention Logic to ensure our models have
the same basic structure as traces of GOAL agents. Here, Nvesgitrict ourselves to

L = (N, <) andL = (Z, <). We use linear orders to define the concept ofra

Definition 8. (Run-Based Model)
Let an arbitrary set of label$ also calledstateshe given. Aun based or$ and A is
a functionr : L — (S x A) that assigns to every time point a state-action pair. Given
n € L, we will write ! for the first component of(n), andr¢c for the second. The set
of runs based oy and A is denotedR (S, A).

Arun-based model/ (overAtoms) is a tupleM = (S,L, B,G, V), where

— S'is a non-empty set ctates
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— L is alinear order,

— B C R xL xR x L is a Euclidean, transitive and serial belief accessibility
relation,

— G CRxL xR xLis aserial goal accessibility relation, and

- V.S — Atoms.

The semantics of Basic Intention Logic can now be definedgusin-based models.

Definition 9. (Run-Based Semantics for Basic Intention Logic)
LetM = (S,L, B,G,V) be arun-based model,c R, andn € L. Then the satisfac-
tion relation = relative to M is defined by:

M,r,nkEp iff peV(rsh)

M,r,nE - iff M,r,ntEep

M,r,nlE@A¢ iff M,r,nEpandM,r,nkE ¢

M,r,n =t iff t denotes,

M,r,n = DONE « iff 3j € L M,r,j[a]n

M, r,n = HAPPENS « iff 35 € L M,r,n[a]j

M,r,n = BEL ¢ iff V' n/(B(r,n,r’,n')= M, ,n' = @)
M,r,n = GOAL ¢ iff Vr'n/(G(r,n,r’",n') = M,r',n' E p)
M,r,n = BEFORE p ¢ iff Vj >n(M,r,jl=¢ =3 <jM,ril=))
M,r,n = Ep iff Ir'.n’ M,v' ,n' =¢p

whereM, r, n[a]n’, to interpretDONE o« andHAPPENS ¢, is defined as follows:

1. M,r,n[a]n iff ré¢ = aandn’ = n + 1.
2. M,r,n[IF ¢ THEN « ELSE NIL]n' iff M,r,n = @ = M,r,n[a]n’.

Note in particular the definition of semantics of the globaldality £, which is an
extension of Intention Logic: this operator allows inspattof arbitrary states within
a model, which is useful to translate the dynamic opergtpy of GOAL Logic into

Intention Logic.

3.2 CL Models for Intention Logic

How do our Run-Based ModelggM, from now) compare to the Cohen & Levesque
Models, as presented in [3¢(M, henceforth)?

Observation 1. The following relate®em with CLM:

1. cLm models are a special case aBM models in the following sense: koLm
models,
(a) Lis taken to beZ
(b) agents know the correct timtf: B(r, n, v, n’) thenn = n’
(c) agents “want” the current timéf. G(r, n, ', n’) thenn = n’
(d) G and B are related throughealism G C B
(e) arunisoftypd. — A
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(f) runs are determined by their action part, i.e.,

Vr, v (Yn 18 = rl% = VY V(rst) = V(r!5)

(g) agents remember the last atomic action they have dori@(rifn, ', n’) then
n =n' andri¢ = r/oc,

(h) assume the property dlo persistence / deferral foreyasee below.

2. HoweverrBM models are also a specialisation of M models:

(a) cLm allows for quantification over a domain of objects and events

(b) cLm models have a richer notion of composed actions, and aceglylian
extended definition a¥/, r, n[a]n’.

(c) cLm models are defined for multiple agents.

Some of the differences mentioned above are merely a mdttdroice or design.
For instance, it is straightforward to extend the notion ahMBased Model in such a
way that they encompass item 2(b,c) of Observation 1. Asrdiéggitem 1, there are
some deeper issues involved. As to la, it seems natural fopetational systems to
assume that computations have a start somewhere. Syathctiem 1a amounts to
the requirement that there is always some atomic actifor which DONE « holds?
To assume that agents know the correct time (1b) makes sensany scenario’s, and,
given that an agent knows the time, it does not make sense¢catigoal” that the time
were different. Where realism afLm ensureBEL ¢ — GOAL ¢, the weak realism
of RBM amounts tBBEL ¢ — —-GOAL —p. We don’t think realism is a very realistic(!)
assumption, and we even think that Cohen and Levesquevbkall realismin mind
when they presented their semantics ([3][p. 227]):

... 'the worlds that are consistent with what the agent hasseim are not ruled
out by his beliefs. Without this constraint, the agent calldose world involv-
ing (for example) future events that he believes will neagpen.

Hence, we will assume thdt andG satisfyweak realismfor everyr € R, and
n € L, thereis a’ € R andn’ € L such tha{r,n,r’',n’) € GN B.

Let us now consider item 1f, which is related to item 1e whiehtricts runs to
L — A. Suppose we take runs as basic entities, likelim. This does not do justice
to the intensional notion of the logic, as can be seen asvisli®uppose that we have
only one atonp € Atoms, and two basic actions, o’. Let B/ET<p be -BEL —: the
agent considerg doxastically possible. Laet be0 A O(p A DONE «). Now consider
B/ET(w A GOAL p) A B/ET(w A —~GOAL p). This is not satisfiable itLm, sincey
determines a unique run, and what the goals and beliefs @femt are is determined by
the run. More natuaral examples present themselves in titeagent case, where we
would have for instance thBTETl(wABEL Qp)/\ﬁl(lﬁ/\_‘BEL 2p) is unsatisfiablé

3 Since we do not have quantification over events in the prtipasi version of IL, we assume
that all transitions are labeled with an atomic action.

4 for readers familiar with modal epistemic logic, this is etha the reason why states are not
identified with valuations: there would not be enough vabret (in case of one atom) to satisfy
—K1~(p A Kap) A ~K1=(p A = Koap)
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Given thatcLm models identify runs and paths, and a rurcim is of typellL — A,
already brings a problem to the fore that is more basic thatheintensional level. In
CLM, avaluation? checks whethep(p, o, n) holds, where is an atomic propositiom,
is a‘event-run’Z — A andn € Z. But this implies that the truth of atomic propositions
(and hence, of objective formulas) is compeletely deteeshionce we know which
actions are taken along In other words, it is not possible to have two event-runs tha
agree on all the actions, but still objective formulas altren differ. Suppose the event
« represents the throwing of a dice,(() = «, for all n) and thaip; (¢ < 6) represents
the outcome. Now, leb determine how the propositiops are distributed oves, say
@(p;, 0,n) iff © = n mod 6. Now, the type ofp dictates that thereannotbe another
event runs’ in which a dice is continuously throwut the outcomes are differeriti
particular, this implies that if our agent knows thaalways happened and will always
happen, he will also know all the outcomes (there is no ati@ra run with the same
actions and different outcomes). Summarising @et refer to the past):

KNOW (O HAPPENS o A G"'DONE o) — KNOWIF ¢ Q)
Property 1g of Observation 1 is implicitly imposed by [3]&@they require

[3, Assumption 3.2Q = (DONE «) < (BEL (DONE «))

Let us now look at 1h. This is the semantic counterpart ofercassumption made in
[3], motivated by the fact that an agent should not endlgsstgue the same goal:

[3, Assumption 3.2§ = O—(GOAL (—¢ A Cp))

Writing GOAL o for =GOAL —¢, it is not hard to see that this is equivalent to:

= © GOAL (p — O) (2)

However, (2)as a schemeorresponds, in the sense of modal logic [2] to a semantic
property that is incompatible with the models we are cutydabking at. Note that for
v — Oy to be true in a world: corresponds to the fact théy(x < y — y = x) (there
is at most one instance that is later tharand this isz itself. Then for> GOAL (p —
Oy) to be true in all worlds corresponds to

Vzdudz(z < u & (Gur & Vy(x <y — y = 1x))) (3

In words: for every time point, there is a future time pointtwa GOAL-accessible
point, such that the latter point only has itself as a futwexsssor. This property is in-
compatible with our models (and indeed, withm models), since (1) time is supposed
to go on forever, and (2) we have ‘nominals’ that are true &t one time point: in the
x state above, some time expressiomust be only inx itself, and not its successors.
[3, Assumption 3.23 expresses that ‘there is a future point such that in somk goa
accessible world, no goal is true anymore’, while the imbnit[3] seem to want to
capture is ‘for every goal there will be a time point in theuiig that it is dropped’. The
latter seems hard to be conceived of as a structural propentyodels, and indeed, we
think it should be a property of the protocol, or behaviofithe agent.
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Summarising, for our semantics, we assume time has a gtggtimt, and that
agents know and want the time. The other restrictions 1d -réhedher properties
that give undesired properties (1d, 1e, 1f, 1h), or can be@dd top of a basic class of
models (19).

Definition 10 (Run-Based IL-Models).The class of Run-Based Basic Intention Logic
Models,rBBILM for short, is the class of Run-Based Modéls = (S,L, B,G,V)
such that:

1. L=%

2. agents know the correct time

3. agents want the correct time

4. B and(G are connected through weak realism.

Validity in the clasBBILM is denoted=p;.

4 Connecting GOAL and Intention Logic

In this Section we show how to formally relate GOAL and InientLogic. First, we
define a translation function from GOAL into Intention Logltxcept for the goal oper-
ator and the dynamic modality of GOAL Logic this is straigimtfiard. The main result
we want to prove is that properties proven to hold in one lagécpreserved under trans-
lation from that logic to the other. We do so by showing thaisaction of a formula is
preserved under translation.

Definition 11. (TranslatingCq into Lg;)
The translation functiom mapping GOAL Logic formulae and action rules onto Inten-
tion Logic formulae is defined by:

T(x1 until x2) = 7(x1)UNTIL 7(x2),
[a]x) = U(DONE o — 7(x)),

7(if 1 then &) = IF 7(¥)) THEN o ELSE NIL.

\]

T(start) =0,
7(Bg) = BEL ¢,
7(Go) = GOAL ©¢ A —BEL ¢,
7(=x) = —=7(X),
TEXl A X2) =7(x1) A 7(x2),
(
(if

The most interesting case in the definition of the transfefiimction is the trans-
lation of G¢. An achievement goal in GOAL requires that the agent doebelavesd
to be the case, whereas [3] require the agent to believestisahot the case. Whereas
the goal operato& does not satsify axiom D (cf. [4]; see also [7] for a discuskithe
achievement goal operator of [3] does, implying that an agannot have inconsistent
achievement goals.

The proof showing that satisfaction is preserved undestadion is based on model
constructions. Lemma 1 shows how to derive a GOAL Logic mddeirace) from
anRrBBILM model that preserves satisfaction of formulae from GOAL icpghereas
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Lemma 2 shows how to construct aBBiLM model from a GOAL trace. Theorem 2
states our main result that satisfaction is preserved unaeslation, which shows that
Basic Intention Logic can be used to prove properties of G@génts.

Lemmal. Let M = (S,L,B,G,V) be anreBiLM model. Then there is a GOAL
agentA and a functionf from runs to traces such that the set of tracestiiis { f(r) |
r € R(S,A)} andforally € Lg:

M,r,n =g (o) iff A, f(r),n EFac ¢

Proof. We need to construct a GOAL tra¢ér) = t = mg, ag, m1, a1, . .. for every
runr € R, where each mental state; is of the form(X;, I';). The components can be
derived fromr as follows:

- Xi={p€ Lo| M,r,i Epr BEL ¢},
—Ii={¢p€Ly| M,r,ik=pr GOAL C¢ A -BEL ¢}, and

- o =1

Since the relatio? in RBBILM models is serial, each; is consistent. For a similar
reason everyy € [I; is consistent. Moreover, by constuction Bf, we havev~y <
I;, ¥ = . We now show the equivalence ofy) in M, r,n with that of f(r),n In A
by induction onp as follows.

If ¢ is start, we haveM,r,n =pr 0iff n = 0iff A, f(r),0 =¢ start. For the
intensional operators, the equivalence follows immedidtem the definition of men-
tal states in the tracg(r). Finally, lety = [a]x. ThenM,r,n =p; U((DONE «) —
7(x)) iff for every run+’ andn’, we haveM,r’,n’ =g DONE o — 7(x). Now let
t' be an arbitrary trace i, and supposé€® = «. Obviously, this trace must be the
image of a run for which 7/*¢ = «,. But then,M,+’,i + 1 =5; DONE « and,
henceM,r’,i + 1 E=pr 7(x). By induction, A,t',i + 1 ¢ x. This demonstrates
A, t,n E¢ [a]x. The other direction is similar. O

Lemma 2. Let.A be an agent, that is, a set of traces. Then we can construeBanm
modelM = (S,L, B, G, V) such that there is a function : . A — R satisfying, for
everyp € Lg and everyn € N:

A t,n =g oiff M, g(t),n Epr 7(v)

Proof. Let Constraints = {[a]x | A ¢ [a]x}. Lete be an action symbol not
occurring inLg. Call a runr minimal if for all n, V(r$t) = 0 andr2 = ¢. Call

a runr peak-oncdf it is like a minimal run, except that for at most oiec N, we
can haveV (ri') # (. Given a trace, we have to find its associated ryift). Let

t = mg, g, m1,0q,.... FOr the rung(t), we putg(t)¢¢ = «;. Let the mental state
att; be (X;, I;). For every valuationr for which = = X, add a statet, i, 7). Put
V({t,i,7)) = = and, for every such statg,:, 7), add a peak-once rur such that
rist = (t,i, 7). PutB(g(t),i)(r’,4) for each such run. This procedure guarantees that

(2

Forall¢p M,g(t),i =pr BEL ¢iff ¢ € X; 4)
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For the goalsl;, we distinguish two cases. First, suppdse= (. Then, for the
goal-associated runs i(t), i we take exactly the belief-associated runs as described
above. Apart from weak realism, this guarantees

I'=0« fornog¢: M,g(t),i =pr GOAL O A —BEL ¢ (5)

Now, if I; # 0, lety1, 7, ... be an infinite enumeration of all elemented ofif I
only has a finite numbér of elements, we puf;,; = ;. Since each; is consistent, it
comes with a set of propositional valuatiaifg. Letk be the biggest cardinality of those
setslI;, which could be an element 8f or elseco. Now we associatg goal-accessible
runsr with g(¢), such that for everyn, m’ > i, V(rs), V(rst,) are valuations from
II,,,, whenevery,, = v, thenV (ri!) = V(r5t,), and, conversely, every valuation
in I, occurs in at least one goal-accessible run. Since the Igeglia cannot talk
about the past, it does not matter how such a run looks likg €t ¢, although, in
order to obtain weak realism, we take care that there is at teee of the goal-runs,
just created for which, (i) = r, (i), wherer, is one of the belief-accessible runs. We
finally specifyr®c = ¢ for all n, for all such runs-. Since we know that¥;, I;) = G¢
implies thatp ¢ Y;, this procedure guarantees that

Forallg ¢ € I iff M,g(t),i =p; GOAL ©é A —BEL ¢ (6)

Now, the modelV/ is built by taking all rung;(¢) fromt € A, and adding the associated
goal and belief runs (the states that we need are defined whelefined the runs).
The proof of the overall claim again follows using induction ¢, where the in-
tensional operators follow directly from (4), (5) and (6heTonly interesting remain-
ing case ar&onstraints. So let us considep = [«a]y, and the property proven
for x. Suppose furthermord,t,n ¢ [a]x. This means that for a’ andm that
" =a= At,m+1Eg x. In M, the only runs- for which there is ani such that
M,r,i+1 E=p;r DONE « holds, are runs for which there is a tracguch that = ¢(t)
and int, «; equalsx (since the constructed goal and belief runs only refer tmae).
But using induction, we have{, g(t), m + 1 [=gr 7(x), which completes the prodil

Theorem 2. GOAL semanticé=¢ and semantics of Run-Based Basic Intention Logic
k=7 are equivalent for the€; and(L¢).

Proof. Imediate from Lemma 1 and 2. O

5 Extending GOAL agents with Temporally Extended Goals

The mapping of goals in the GOAL language onto Intention tag in Definition 11
shows that these are naturally interprete@desievement goalss originally intended
[4, 8]. The future-directed interpretation of such goalefsimplicit in GOAL whereas
it is made explicit in the definition of such goals in Intemtibogic. By making the
temporal component explicit it is straightforward to defatker goal types in Intention
Logic. For examplemaintenance goalsan be defined a6OAL (O¢). The idea to
introduce a primitive “goal” operatdOAL (or Choice as [7] call it) in Intention Logic
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that allows defining various goal types can be introduced@AG as well to increase
expressivity [9]. In this Section we show how we can applyrésult of the previous
Section to extend GOAL wittemporally extended goal] while still maintaining the
connection between GOAL Logic and Intention Logic.

To this end, we now allowpuretemporal formulae in the belief and goal base of
GOAL agents. As the idea is to define achievement and othds goa in GOAL in
the same way as in Intention Logic, the semantics of the goaladorG in GOAL is
modified analogously, and is now simply defined as:

(X, Iy EBo ifft X ErrL ¢,
(X,T) = Go iff T'Errr ¢

As we now allow temporal formulag without occurrences of other modal operators
in both the belief and goal base, the entailment relatioimeflr temporal logic is used
[5]. Itis clear that with these operators we can reintrodbieanotion of an achievement
goal by definition a&z ¢ A—-B¢. Moreover we no longer require as in Definition 1 that
individual goals in a goal bagé are consistent (this is now taken care of by the temporal
operators) but instead require thatitself is consistent. A further simplification as a
result of this modified setup is that the rationality coristraf Definition 1 that goals
are not believed to be the case is no longer needed as thisotlows by definition®

It turns out that to show that the connection with Intenticoglc is maintained
requires only minor modifications of the proofs provided ecton 4 and actually sim-
plifies matters somewhat. The proof of Lemma 1 only requiresodification of the
derivation of mental states from a runas follows:

- Yy ={¢ € Lrrr | M,r,i =pr BEL ¢},
—Ii={¢p€Lrrr | M,r,il=pr GOAL ¢}.

As for Lemma 2, since in the new setup (see definitions aboei@fand goal bases
have the same logical properties there is no need anymoristingiiish them in the
proof. It thus suffices to show how to construct ariguch that we havel{) M, g(t),i Epr
BEL ¢ iff X; =111 ¢ (cf. Lemma 2). As before, for a given traceve have to find an
associated rug(t). Call a runr silentif it consists ofe-steps only, i.er?¢ = e for all

n. Then putB(g(t), ¢, r,i) for each silent run such that, r,i = X;. This procedure
guaranteesi('). The same procedure can be used to proveN/, ¢(t),: =51 GOAL ¢

iff I; Errr ¢, and we are done. Finally, by changing the translation nrappf Defi-
nition 11 forG¢ to GOAL ¢ we obtain:

Theorem 3. The GOAL semantick-; and semantics of Run-Based Basic Intention
Logic =5 are equivalent for the language®:”” and r(£L*) that include tempo-
rally extended goals and beliefs.

5 There remains however the problem of how and when to remoaks gm the goal base of
an agent. In [9] a progression operator has been introduseadsalution to this problem (see
also [1]). In the setup of this Section the main differenceveen the belief and goal base is
this automatic mechanism of removing goals from the goat¢ bakich represents the default
commitment strategyf an agent (cf. [4, 8, 11]).
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6 Conclusion

We showed that GOAL agents instantiate Intention Logic ardae formally related by
means of translating GOAL Logic into Intention Logic. Twoportant results follow:
(i) GOAL Logic is equivalent to a propositional fragment oténtion Logic, and (ii)
this fragment - a standard normal tense logic - can be useetiy GOAL agents using
a Hoare logic for actions performed by GOAL agents (usingtaaital derivation rules
for verification introduced in [4]). The result proved uddtr incorporating temporally
extended goals into GOAL while maintaining the connectigtnuwntention Logic.

We argued that Intention Logic at a number of points needsimv In particular,
we argued that the principle of No Persistence Forever #taiires an agent to drop
every one of its goals sometime is too strong. Moreover, tht@n of achievement
goals used in GOAL is slightly different from that of [3] andone in line with that
proposed in [7].

Future work will involve applying our results in model chéuk of GOAL agents.
Conceptually we are interested in including preferenctstime language while main-
taining a logical connection with a standard modal logicichtinvolves extensions to
the programming language GOAL [9] as well as to Basic Intantiogic. The addi-
tional expressivity introduced by incorporating temphyraktended goals and tempo-
ral formulae into the belief base of GOAL agents also raisasymew questions about
goal persistence and the operationalization of, for exammphintenance goals [9].
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