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Abstract. As language is fundamental to human activities, proficiency in 
other languages becomes important. Besides for developing abilities for 
communication, the knowledge is also a tool for a survival. With the intro-
duction of computerized mobile devices, i.e. PDAs, new opportunities for 
communicating in other language arose. This paper describes a new commu-
nication paradigm that is language independent using icon language on a 
PDA. Users can create iconic messages as realization of their concepts or 
ideas in mind. The proof of concept tool is able to interpret and convert the 
messages to (natural language) text and speech in different languages. To 
provide faster interactions in next icon selection, the tool has icon prediction. 
Our user test results confirmed that using provided icons our target users 
could express their concepts and ideas solely using a spatial arrangement of 
icons. 

1   Introduction 

Humans communicate to share facts, feelings, and ideas among each other. The 
dream of being able to understand and communicate in any language has not yet 
been satisfied. However, there do exist signs and symbols (icons), which are under-
stood universally. It is supported by the fact that on one hand while interacting with 
the environment and with others, humans form internal mental models and represen-
tation of themselves, the outside world and of things which they are interacting [19]. 
On the other hand, an icon is understood as a representation of a concept, i.e. an 
object, an action, or a relation. An icon serves a function as communication means 
by virtue of a resemblance between the icon and the object or the movement it 
stands for. 

Icons also offer a direct method for conversion to other modalities. According to 
[6], an icon can be interpreted by its perceivable form (syntax), by the relation be-
tween its form and what it means (semantics), and by its use (pragmatics). By this 
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way, icons also form a language, where each sentence is formed by a spatial ar-
rangement of icons [7]. The meaning of individual icons can represent a word or a 
phrase, which is created according to the metaphors appropriate for the context of 
this type of languages. Since icons are representations of models or concepts, with 
which humans are actually interacting, we expect this language is easy to learn. 
Once a set of iconic representations is established, increased usages can lead to 
more stylized and ultimately abstract representation, as has occurred in the evolution 
of writing systems, e.g. the Chinese fonts [9]. 

As icons offer a potential across language barriers [19], the icon language can 
also offer a potential as an independent human natural language like Esperanto. 
Thereby, any interaction using this type of languages opens opportunities for the 
development of different applications in different languages and domains. One 
might think of those where verbal communication is not possible, for example a 
communicator media to help people with speech disability. 

Nowadays, icons are used in almost every Graphical-User-Interface-based com-
puter software. Besides a direct manipulation on the icons allows us to have a faster 
interaction, as pictorial signs, they can be recognized quickly and committed to 
memory with surprising persistence [12]. Therefore, icons can evoke a readiness to 
responds for a fast exchange of information and a fast action as a result [17]. A 
research showed that direct manipulation with a pointer has better time performance 
than form filling with Soft Input Panels or handwriting recognition [15]. 

Despites its popularity as a personal information manager, the user interaction op-
tions for a Personal Digital Assistant (PDA) are quite limited. Like a traditional 
workstation, interaction with a PDA can be realized by a pointing device on a sized 
external keyboard. Most PDAs only contain a few physical buttons and a few of 
them have a small-sized keyboard. Recent researches have been done in adding 
multimodal capabilities to a PDA, such as a multimodal life-like character [20], 
fusing speech and pen input [10], speech recognition and synthesis [8], etc. How-
ever, for optimal speech recognition, the environment in which the technology is 
used should be the same as the training environment of the system [5], whereas 
PDAs are often used in various environments under various conditions. The result is 
misrecognition of commands, which is frustrating to the user. Since the current 
technology makes speech input less suitable for mobile activities, we aimed at a 
natural interaction style that is based on the strength of GUI.  With regard to the 
applicability of icons as communication means and also as a natural interaction 
style, in this project, we developed an iconic interface that applied as a communica-
tion tool for travelers on a PDA. 

2   Related Work 

Icons have been used as early as the middle ages complex iconic systems such as the 
heraldic coats of arms, astrological signs, and the communication system of ancient 
Egyptian. In modern society, icons are familiar from the everyday context of living 
to the packaging for the latest products, for example: door signs, road signs, elec-



tronic goods manual, etc. In the computer world, they have role as a small graphical 
representation of a program, resource, state, option or window.  

Recent researches have been done in developing computer-based iconic commu-
nication, for example: the Hotel Booking System that allows communication on a 
restricted domain [18], CD-Icon: a pure person-to-person communication system 
[2], Sanyog: a communication device for disable people in India [1], and the Ele-
phant’s memory: a computer iconic environment that allows the user to build a vis-
ual message by combining symbols from its vocabulary [14]. Most of these iconic 
communication systems are too complex to learn or a language-specific system. A 
deep research has been done by [16] on designing an iconic communication system 
to allow people communicate with each other when they share no common lan-
guage. The system is based on the notion of simplified speech by reducing a signifi-
cant complexity, such as: it has no inflection, no number, gender, or tense markers, 
no article and no linear order. This is possible because it was designed as a visual 
language in contrast to written languages, where sequencing and ordering is critical.  

The icon language proposed in this paper is used to represent concepts or ideas. It 
was designed particularly suitable for language-independent contexts. The use of 
PDAs created new constraints and requirements for user interaction and the inter-
face. Therefore, besides adopting the language simplicity principle of [16], our de-
veloped tool was designed also for a mobile use of context. 

3   Corpus-based Natural Language Processing 

(a) (not) + (speak) +  (the Netherlands) 

(b)  (direction) +  (windmill) +  

Fig. 1. Two examples of icon strings: (a) I do not speak Dutch and (b) Do you know the 
direction to a windmill 

Icon language is a visual language where each visual sentence is a spatial arrange-
ment of icons. Figure 1 shows two example iconic messages. This language is based 
upon a vocabulary of icons where each icon has a unique or multiple meanings [7]. 
Individual icons provide only a portion of the semantics of an iconic sentence. The 
meaning of individual icons with more than just one icon can still be represented by 
the same set of icons, but it turns out to be very difficult to determine the sentence 
meaning. It is due to the only thing that can be automatically derived from the se-
mantics of the icons in an iconic sentence is a fixed word or phrase belonging to 
these icons. For example: “not”, “speak”, and “the Netherlands”. The meaning of an 
iconic sentence cannot be understood without a global semantic analysis of the sen-
tence. This meaning is derived as a result of the combination of these icons. It is 
unlikely that constructing an iconic message with one to one matching of icons to 
words would be appropriate. Humans, on the other hands, have innate ability to see 



the structure underlying a string of symbols. They are equipped with a number of 
innate rules that determine the possible shapes of human languages. 

We conducted an experiment to have more insight of how humans express their 
concepts or ideas using this type of message [11]. It involved eight participants and 
one as a pilot. The participants were asked to form iconic sentences that represented 
six natural language sentences using a given set of icons. We compared the results 
by analyzing a large number of iconic message corpora. Although to represent a 
natural language sentence may use different set of icon string, the results from both 
studies showed a similarity. All participants tended to use icons to represent impor-
tant keywords of a message. Based on this study, we developed grammar rules using 
Backus Naur Form. We used English as the base-language to define these rules. The 
terminal symbol of the grammar is a lexicon of allowable vocabulary icons. This 
vocabulary was grouped into its word class, such as: nouns, pronouns, proper-nouns, 
verbs, adjective, adverbs, prepositions, and quantifier. The grouping was done based 
on the metaphor represented by each icon, for example: 

• noun →  (the Netherlands) |  (direction) |  (windmill) 

• verb-transitive →  (speak) 
 
These terminal symbols were combined into phrases as nonterminal symbols, such 
as Sentence, Noun Phrase, Verb Phrase, Prepositional Phrase and Negation Sen-
tence. Two iconic messages in figure 1 above result the following grammar rules: 

Noun-Phrase → noun | noun Noun-Phrase 
Verb-Phrase → verb-transitive Noun-Phrase 
Sentence → Noun-Phrase question-sign | Verb-Phrase 
Negation-Sentence → negation Sentence 
 
A parser takes an icon string and extracts each icon against the grammar rules. If 

the icon string is syntactically correct, the parser creates seven slots of a natural 
language sentence: a prefix slot for question words; a subject slot; an infix slot for a 
to-be or an auxiliary and a negation (“not”); a verb slot; an object slot; a preposition 
slot; and a suffix slot for a question mark, an exclamation mark, or an archaic word 
(“please”).  A slot may be empty or contain more than one word. The arrangement 
of the seven slots depends on a sentence type. The corpus (b) in figure 1 results the 
seven slots depicted in table 1(a).  

We developed a rule based-module to construct a complete sentence from the 
syntax analysis result. The rules specify conversion of an iconic sentence into a 
natural language sentence based on the semantic context of the iconic sentence. 
They derive the meanings associated with iconic sentences from the meaning asso-
ciated with the individual icons forming the sentence. Based on the corpora (b) in 
figure 1, table 1(b) shows the results of some rules, such as: a rule for adding a sub-
ject, a rule for adding a verb, a rule for adding an article, a rule for adding an auxil-



iary, and a rule for adding a preposition. We developed these rules using a corpus 
based approach. Table 1(c) shows the sentence composition from the resulted slots.  

Table 1. An example of an icon string conversion into seven slots (a), a contruction of a 
complete sentence (b), and composing a natural language sentence (c). 

(a) Syntax analysis 
result: 
 

Prefix  = [empty] 
Subject = [empty] 
Infix   = [empty] 
Verb    = [empty] 
Object  = [noun (“direction”)] 
Preposition = [noun (“windmill”)] 
Suffix  = [sign (“?”)] 

(b) Sentence con-
struction result: 
 

Prefix  = [empty] 
Subject = [pronoun (“you”)] 
Infix   = [auxiliary (“do”)] 
Verb    = [verb-transitive (“know”)] 
Object  = [article (“the”)] +  
          [noun (“direction”)] 
Preposition = [preposition (“to”)] +  
          [article (“a”)] + [noun (“wind-
mill”)] 
Suffix  = [sign (“?”)] 

(c) Sentence com-
position result: 

Infix+Subject+Verb+Object+Preposition+Suffix 
Do you know the direction to a windmill? 

4   N-Grams Icon Prediction 

To generate a smoother dialog in communication and due to the high number of 
presented icons, an icon prediction could help users to reduce the number of look up 
processes that are necessary to generate an icon string. Besides improving the input 
speed, the prediction also improves the quality of syntax. It predicts which icons are 
most likely to follow a given segment of an icon string. For this purpose, a word 
prediction technique was adapted. It operates by generating a list of suggestions for 
possible icons after the first icon is selected. The predictor only considers those next 
icons that can create a grammatically correct sentence. When a user selects one of 
the suggestions, it is automatically inserted into the string. Otherwise, the user can 
continue to input icons until the intended string appears. 

The probability of an icon string is estimated with the use of the following Bayes 
rule as the product of conditional probabilities: 
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where hi is the previous segment of an icon string when prediction wi (=iconi). Esti-
mating terms of the form of P(w|h) is done by assuming some generative probabilis-
tic model using estimating conditional probabilities of n-grams type features. The n-
grams language modeling aims at computing the frequency of an icon (uni-gram), 
icon-pairs (bigram), proposing the most likelihood icon by knowing the previous 



ones (trigram), and proposing the most likelihood for the entire sentence (n-gram). 
As the approach needs a large amount data to compute the multi-grams model, our 
tool collects it from user selections during the interaction. 

5   A Language Tool for Travelers  

 

Fig. 2. The architecture of our iconic communication tool on a PDA 

Our iconic communication tool was designed to play as a foreign language phrase 
book for travelers. A user can select a sequence of icons as a realization of his/her 
concepts or ideas. Besides supporting a fast interaction by converting the message 
into natural language, the tool also can be combined with any language translator. It 
also provides a speech synthesizer to read aloud the resulted translations with cor-
rect pronunciations. Figure 2 shows the architecture of our developed tool. 

 

 

Fig. 3.  The interface of our iconic communication tool on a PDA. 

Figure 3 shows the current version of our language tool. On the interface, icons 
are grouped based on their concept. Besides supporting a compact interface, this 
grouping is a powerful way to hint where an icon can be found because the meaning 
of icons almost exists in the context of other icons [13]. The next-icon predictor 
ranks and groups the next possible icons based on their concept. A user can select 
any icon from the menu or from the prediction window. Any changing on the input, 



the resulted text will be refreshed. The interface was designed to cope with the mo-
bile users who cannot devote fully attention to operate the system. 

Through a socket network, the tool is able to create a communication environ-
ment by TCP/IP connections. The socket allows the interface to communicate to 
other language tool (i.e. a text-to-speech synthesizer and a language translator) or to 
other applications if applicable (e.g. a web application or other communication 
system). These language tools and applications can be produced by third parties. For 
an experiment purpose, we used CMU’s Flite [3] for reading aloud the resulted text. 

6   Evaluation 

We conducted a laboratory test using the Thinking Aloud method [4]. It involved 
eight participants and one pilot. They were selected from different linguistics back-
ground. This test aimed at evaluating whether or not users capable to express their 
concepts in mind solely using a spatial arrangement of icons. The test also addressed 
usability issues on interacting with the communication tool. Each participant per-
formed five tasks that were explained using cartoon-like stories. A story described a 
situation for travelers in which the participants should have used the tool to commu-
nicate with others. The participants were asked to create iconic messages based on 
the story and think aloud. There were no incorrect answers, except if a participant 
did not perform a task at all.  All activities were recorded on a tape and all user 
interactions were logged for analyses purposes. At the end of the test, the partici-
pants were asked to fill their satisfaction on interacting with the tool.  

From the results [11], it appeared that our target users could compose iconic mes-
sages for every given task. They understood that they could select an icon string to 
represent important keywords of their message. However, we also found that users 
tried to generate some icon strings, which were out of domain. They needed time to 
adapt the interface and rethink to find another relevant concept to represent their 
message using only the given set of icons 

7   Conclusion 

An experimental iconic communication tool has been developed, applied on a lan-
guage tool for travelers. The developed tool was designed to be language independ-
ent with the use of icons and the connection to a socket network to communicate 
with other digital language aids or other applications. Thereby, it opens opportuni-
ties for the development of other application in different languages and domains. 

NLP has provided a method to interpret and convert iconic messages to natural 
language texts/speech. We solved the problems of ambiguity and missing informa-
tion that resulted by this type of messages. The BNF grammar has been used to 
select sentences which are grammatical correct. We also developed rules to create 
more natural sentences. N-grams language model was used to predict the next like-



lihood icon given a segment of icons. Our experimental results showed that an icon 
interface could serve as communication mediator. However, future work is still 
necessary to analyze more corpora of iconic messages. Furthermore, a field study is 
also necessary to gather data about how people use and experience the iconic inter-
face in real situations to cover more user requirements in mobile context use. 
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