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Abstract. In recent years, we have developed an icon-basetncinication
interface to represent concepts and ideas. Usearms cogate messages to
communicate with others using a spatial arrangernémisual symbols. We
deployed our icon-based interface in a serious gamv@onment of a disaster
and rescue simulator, which is capable of simulptieal disaster situations
using information from human user observers’ repoifo support faster
interaction, we designed a highly adaptive intexféor optimizing the next icon
look up. Inspired by the Fitaly keyboard, the systecarranges the icons
menu’s layout dynamically to minimize the searchtimge. Users are able to
find their desired icons fast since the next icelection is most likely to be one
that is (on or) around the center. Our user tdsiwved that the developed icon-
based interface could serve as a communicationatediThe experimental
results also indicated that the Fitaly-based iat&fallowed for much faster and
easier icon finding than the hierarchical menu.

1 Introduction

Nowadays, icons are used in almost every GUI-basedputer software. Direct
manipulation on the icons on a GUI allows us toéhavfast interaction. Research
showed that direct manipulation with a pointer hater time performance than form
filling with Soft Input Panels or handwriting readgon [20]. As pictorial signs,
icons can be recognized quickly and committed tmdmis memory persistently [12].
Therefore, icons can evoke a readiness to respwhd@ck ensuing actions [23].
Icons can form a language, where each sentenceadted by a spatial arrangement
of icons [4]. Each icon is understood as a reptasien of a concept, i.e. an object, an
action, or a relation [27]. By virtue of resemblanicetween a given icon and the
object or the movement it stands for, an icon fiamst as a mean of communication.
Therefore, icons offer a potential across languageiers and a direct method for
conversion to other modalities. Since icons areesgntations of models or concepts,
with which humans are actually interacting, we exjlis language is easy to learn.
Recent catastrophic events are stark reminderBeofiobal implications of crisis
management technology that can cope with nondetéstici environments. This is

1 The research reported here is part of the IntemCollaborative Information Systems (ICIS)
project, supported by the Dutch Ministry of Economifairs, grant nr: BSIK03024
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because major incidents generally entail much médional and operational chaos
[7]. Emergency response of such events involvedalsotations of people from
different backgrounds, roles and professions. Téedrof a standard representation to
reduce the ambiguity and multitude of semanticrprigtation of human observers’
reports becomes more apparent. Moreover, due enpally overloaded or destroyed
wired-communication infrastructures, these observeay only rely on their mobile
devices (e.g. PDAs) with wireless connection fomowunication. However, the user
interaction options for a PDA are quite limited radowith decreasing size of this
device. Moreover, for adding speech recognitionabdjies to a PDA, a close to
mouth microphone is necessary. The environmenthicthwthe technology is used
must be similar to the training environment of system [3], whereas PDAs are often
used in various environments under various conutid he result is misrecognition
of commands, which is frustrating to the user. sTl@ads us to aim at a natural
interaction style based on GUI using an icon-bésexiface for communication.

In earlier work, we have investigated icons in jgatar for a language-
independent context application. We have developedicon-based interface for
communication in crisis situations on a PDA [11].u&er can report about crisis
situations using spatial arrangements of icons.DM Represents a typical device,
where a user has to carry out interaction tasksvarying environment, with a small
device and usually by using only one hand. Theasiin often requires multitasking,
where the attention cannot be devoted fully onitipg. In demanding situations, e.g.
crisis situations, improvement in the input methpsiformance are highly desired.
Using our interface, users will likely interact it large number of icons. To
enhance the interface for faster icon selectiomsinivoduce an adaptive icon menu.

We have developed a method for adapting the icamunheyout adopted from the
Fitaly keyboard [21]. The most relevant icons toser’s input context are placed on
or around the center. Usability of the experimemablementation was examined
with user tests. Verifiable measurement data anehnoents of test users were
collected in order to guide further development.

This paper reports the basic idea of our adaptoen-based interface. It is
structured as follows. The following section stastish the related work. Then, the
developed icon-based interface, which is deployed serious game environment, is
presented. The next section presents our adaptwe menu. We continue with
describing our experiments. Finally, we report comclusion.

2 Related Work

Semiotics approach provides theories and methaddefsigning and analyzing signs
and symbols that can be understood universallyefReattempts have been done in
developing computer-based icon-based communicatfon, example: the Hotel
Booking System [26], CD-Icon [2], Sanyog [1], artktElephant's memory [15].
Most of these systems are too complex to learamguage-specific. A deep research
has been done on designing such system that afleafde to communicate with each
other when they share no common language [22].syB&em is based on the notion
of simplified speech by reducing complexity and 4tioear order. This is possible
because as a visual language, sequencing andrayaesay not be necessary.
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In the field of crisis management, a comprehensiaduation of existing symbols
(or icons) for sharing information during cruciamergency situations has been
performed by Dymon (2003) [7]. The US Governmerg peomoted these symbols
for emergency response applications on a natioasisi13]. These symbols have
been tested nationally with participations fromvate and public sectors. An icon-
based interface for sharing and merging topologicaps in damaged buildings has
also been developed by Tatomir et al. (2006) [20ket of icons for constructing a
map has been developed. The constructed map casebefor providing navigations,
rescue action coordination or reasoning aboutttte sf the building.

Pen-based text entry on PDAs has been studiedsexédyn [24]. Previous work in
developing adapted keyboard layouts for PDAs andglsihanded use has
concentrated on alternative key configuration fopiioving entry speed, for example:
Metropolis [33] and OPTI [25]. Fitaly keyboard (Fid.(a)) used an ad hoc
optimization approach to minimize the distance leetwwv common character pairs
[21]. The resulting keyboard contains two spaces lzard the letters are arranged so
that common pairs of letters are often on neighgpkeys. According to [24], this
layout is one of the “fastest” for expert users.
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Fig. 1. (a) Fitaly keyboard [21] and (b) Dasher [33]

Some text input techniques have been developedhbwitth movement minimizing
and predictive features. T9 text entry works by parmg sequences of key presses to
a stored database of possible words [31]. Dasligr 1fb)) employs continuous input
by dynamically arranging characters in multiplewohs positioning the next most
likely character near the user’s stylus [33]. Thtians are presented to the user in
boxes sized according to their relative probabditito optimize the movement time.
Our approach adopts these techniques for searaohimigrizing and predicting input.

3 System Overview

3.1 lcon-based Interface

We designed an icon-based interface for supportegple who must work

collaboratively using knowledge from geospatiabimfiation and coordinate actions
for resolving crisis. These people are professof@scue workers in the crisis field
and crisis center room operators) and civilianstivis and witnesses). The interface
provides icons, geometrical features, icon sentgrared text and photo selections for
describing a crisis situation. A user can select place them on a map where the
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crisis is occurring (see Fig. 2(a)). Sensed datetwhe user sees, hears, smells, and
even feels or experiences, can be transformedidoto representations. Geometrical
features, e.g. arrow, ellipse, rectangle, can ke 6z indicate an area and highlight or
emphasize an object, an event or a location oméye. Besides providing icons for
representing observations, such as explosion,nvicimbulance, the interface also
provides icons for reporting non-spatial informatiasing text, photos, and 2D icon
sentences. A pop-up window will appear when the sekects these types of icons.
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“two paramedics drove an
ambulance to the hospital at 15.00

(b)

drive (action) agent theme destination time
path = drive.gif @
parent = drive
roles:

agent (+ actor) ™
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destination (+ actor, static-object)

time (+ date) subject object pp-comp pp-comp (d)

Fig. 2. The developed icon-based interface, (b) an exaofpleo-dimensional icon sentences
(15.00 is distinguished by the icon “noon” — regrged by the image “sun”), (c) hints for the
concept “drive”, and (d) a schematic view of a dasehe concept “drive”.

Fig. 2(b) shows an example of 2D icon sentencespiled by Deikto [6], a user
can construct an acyclic-graph of icons to reprissarsentence. The graph connects
icons using arrows, in which the former icon expaithe latter. The sentence
construction has no linear order. The user may #iarstring from anywhere she/he
wants but if a verb is selected, the structurdhefdentence will be determined.

We develop ontology by defining a case (i.e. ao$edttributes) for each icon our
ontology. For example: the icon “victim” containember, location and status. For
icons that represent verbs, we defined their casedon the theory of Fillmore [9]
and VerbNet [19]. Each verb in ontology has a hmih associated thematic roles
(e.g. an agent, patient, and theme) and syntadien@ents (e.g. subject, object, and
preposition) (Fig. 2(d)). Using this approach, iheerface can give hints, which
attributes can be filled in (Fig. 2(c)). As thericis deselected, the hint will disappear.
This hint can be selected and replaced by an iodortm a sentence. The approach
gives a freedom to users to fill in the parts dfeatence, but at the same time the
system can restrict the choices of icons which tesalmeaningful sentence.

The system uses Lexicalized Tree Adjoining Gram(haAG — [17]) to convert
the icon sentence into text. Based on the caseef/acon in a 2D string, a parser
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processes the 2D stream and maps each thematiintol¢he elementary trees of
TAG families. The interface gives direct feedbacktloe user’s selections. Therefore,
although some icons are still unknown, the usendearn them on trials.

To help users find their way around a large numiifeicon vocabularies, we
grouped related icons based on their semantic mgaiiihe icon vocabularies are
displayed in a hierarchy tabular menu. The firssign of the interface also provides
an n-gram-based next icon prediction tool, whickdpots and ranks most likely icons
to follow a given segment of icon selections. Thextnversion combined both
approaches to be one icon menu layout (see setjtion

We took some guidelines and standards to guideitsglour design process, such
as: ISO/IEC [16], Horton’s [14] and Schneiderma[28]. Since the interpretation of
icons is a subjective matter, in particular, weehgasted each icon in the context of
other icons based on Horton’s [10]. To solve protdeof linguistics and culturally
bias, the test participants were selected to irctlifferent nationalities.

3.2 Serious Game Environment

We designed a simulation environment to facilitthe testing of the proposed
interface. The simulation offers integration wigal observations of a crisis situation.
In this simulation, a human user plays the roleawnfobserver using the developed
icon-based interface on a PDA. Fig. 3(a) shows wrwew of the simulator. In a
real world, a crisis simulation plays out. In afserver world the observers report
their observations to erisis centerusing their PDA. The data set of the real world
and the observer world are geo-referenced overt@yamother. The crisis center has
an expert system to give most probable causesdvideaabout the current situation.
For example: if the chances of fire are increagelemergency is alerted and firemen
are sent. The simulator receives the users’ regorts updates the activities in the
disaster simulator.

Reasoning engine
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Fig. 3. (a) Overview of the simulation environment and @m) example of a gas dispersion
scenario shown by the simulator’s interface.

The geospatial knowledge of the real world is repneed using grids and vectors
that contain information about the environment. Sheulator uses the vector values
to model physical phenomena and its impact, sucspesading fire, gas dispersion,
and spread of a hazardous material (Fig. 3(b)).sSlineilation is generated based on a
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scripted scenario. This scenario is a set of smapstaken at every time unit on
certain vector points. Each snapshot is advancedyewinute. To enable real and
mobile users to participate in a simulated realitg, provide knowledge of the virtual
world. The current version of the implementatiomugiator is able to display an
image of a situation relevant to the current sdertzased on the location of an agent.

4 Fitaly-based Icon Menu

Fig. 4(c) shows the Fitaly-based icon menu. Theidegs are the center placement of
the most relevant icons to the current input cangad different sizes of icons (the
center menu has bigger icons than the outer).slt28aicons and the double oversized
icon “I” (to emphasis the message) and icon “?"adilition, two columns at the right
side in the Fig. 4(c) are always and only availdile constructing messages on a
map. For constructing 2D icon sentences, they sbo$inumbers 0..9. The adaptive
layout is formed in three sequence steps.

Firstly, the method uses an ontology-driven appndadridge the heterogeneity of
crisis domain context. As described above, we mapeesented domain knowledge of
each icon in the system’s ontology, which is staedv3c-OWL [32]. The ontology
represents context that binds verbal thought (imeraber or recall) and icons
together. The ontology provides a natural way tmgricons based on their concepts.
It also provides information about relations ofoe@ept to other concepts.

We distinguish two algorithms in forming the memydut based on user’s task.
For constructing icon-based messages on a mapalgwithm is based on the
taxonomy of the concepts that indicates relevamtwéen concepts contextually. For
example: the icon “fire” is closer contextually thremen” from the same super-
concept “fire-event” than to “collision” from “aadént-event”. For creating icon
sentences, the algorithm depends on the stateeaddhtence construction. In a new
sentence construction, the algorithm uses the tawgrinformation to display groups
of icons. After the first icon is selected, it usef®rmation about the relation between
concepts. This information can be derived fromphaperties of the selected concept
in the ontology. For the following sentence(s)staigorithm prioritizes icons that are
closer contextually to the previous sentence basdtie taxonomy information.

These algorithms ensure that the suggestion icoms @ntextually and
conceptually relevant with the user’s input so . measure the distance between
concepts, based on [18], these algorithms calctit@emallest number of synonymy
(synset) steps between the semantic representdtiaro direct linked concepts in the
ontology (= MPL value) by employing WordNet [8]. Wgi this information, the
distance C) of an icon to the context of the one(s) thatusrently selected by the
user, is the summation of the MPL values of intéwid concepts.

In the second step, we use statistical modelslafguage and a predictive engine
that increases icon throughput by guessing or sigmewhat the user will select
next. The probability of an icon sentence is estidaising Bayes rule:

p(s):P(m,w,...wn)-/q=|%IP(Wi|W1v---W—1>-/q=ﬁP(W|“)-%; &
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whereh, is the relevant history when predictingandC, is the distance of the concept
of w, to the concept dfi. To predict the most likely icon in a given corttex global
estimation of the icon sentence probability is cated by estimating conditional
probabilities of n-grams type features. This apphoaeeds a large amount of data to
compute multi-grams model. The current implemeatatiollects the data from user
selections during interaction. For training, it sisee database of the previous version
of the interface. Additionally, the system recomndbether the icon is really the
intended one or the user points it by mistakess Tifiormation can be derived from
the corrections that the user makes before a messagnt.

Finally, the method arranges the most probable@8s following the order shown
in Fig. 4(b) (starts from no. 1). The system contyare-arranges the icons
dynamically based on the prediction.
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Fig. 4. (a) The hierarchical icon menu, (b) the orderifgcons, (c) the (adopted) Fitaly-based
icon menu after a user selects “explosion”, andh{d)average lostness rating.

5 Evaluation

A set of experiments was performed to assess whetheot users were still able to
create messages using provided icons from theyHi@ded icon menu. It addressed
the usability on interacting with the new interfaé®r this purpose, we compare the
use of the hierarchical tabular icon menu (usirgggrevious version - Fig. 4(a)) and
the use of the Fitaly-based menu. Eight people fmokin the test and one person as
a pilot. They were selected in the range age dd@%ears old. Four people used the
hierarchical menu; the other used the Fitaly basedu. They were asked to walk
around in certain locations. The tasks were crebésgd on a crisis scenario that was
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fed into the simulator. The simulator used imadge®al crisis situations, which were
sent to the participants based on their locatioth& world. The participants were
asked to report what they saw or might sense usi@gcon-based interface on their
PDA. After the experiments, we interviewed theitifaction. All interactions on the
interface were logged and the interviews were d®tron a tape recorded, to be
analyzed afterward. Fig. 5 shows an example of idettanalysis.

Qe

“the fireman searches a victim
& l(b) | in the building (c)

Fig. 5. Evaluation data: (a) an example of an image @& crisis situation, (b) an example of
icon-based message on a map and (c) an examp@bfadn sentence created by a user

Smith’s measurement of the sense of being losypeimedia [28] was adapted to
measure disorientation (being lost) in an icon-taseerface. As our icon space was
made up by interlinked icons, we thought that amibased interface also might give
cognitive overload and disorientation to its us@tse problem referred to “after some
trials, users cannot find what they are looking.fove compared the number of user
selections whilst searching to the ideal path. &qerfect search, the lostness rating
should have been equal to 0. From the resultppeared that all users were able to
express their concepts and ideas using icons. adtigpants could report crisis
situations for the given images. The experimergalits also indicate that our target
users (using both interfaces) still had problemfénding their desired icons. This was
indicated by the high number of the lostness ratifide first five sequence tasks (see
Fig. 3(d)). One of the reasons was referring tdf@ms in recognizing some icons.
Another problem is caused of the limited icon vadabes.

In the first few sessions, the lostness ratinghef Fitaly-based menu was higher
than the hierarchical menu’s. The reason was ti@fptoposed vocabulary was not
the one that the users intended. It appeared hikatest users tend to keep searching
for the icon they intended. If they could not fitigtir desired icon, time was needed
to find more relevant concept to represent theissage. The participants should have
rethought other concepts that could fit with thereat problem domain they faced.
This usually occurred when our participants triedemiliarize with the interface.

All participants accomplished their tasks with veet icon-based messages for
given images. The result of the remaining tasksvshitnat the lostness rating of the
Fitaly menu was lower than the hierarchical meni\&e viewed this decreasing
lostness rating in terms of improvement of usefgwerances. From the interview, it
appeared that after few tasks, these users thobghthe menu became smarter. The
icon selection became faster and easier. We coedltitht our test users only needed
a small period of time to adapt to both interfaces.
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Discussion and Conclusion

An experimental icon-based communication interfasea PDA has been developed,
which is dedicated for reporting crisis situatioi®. reduce the ambiguity and the
different semantic interpretations of human obserfveeports, we have proposed
collaborating information using icons. Users caiscdide a situation using icons,
geometrical features, icon sentences, images ahdnea map-based interface. It has
been tested in a simulation environment that issblpof capturing the interactions
between people and the interface in a scenario.sithalator is able to adapt to a
changing disaster landscape based on the usestsep

We have developed a method for adapting the iconunfeyout according to its
usage and the user input context by arranging iposgions adopted from the Fitaly
keyboard. Due to the novelty of the idea, we swith studying its qualitative
characteristics to optimize its performance. Irtipafar, we do not yet consider Fitt's
law that is often the fundamental starting poimtdo input layout design.

From the experimental results, it appears thattaxget users are able to express
concepts and ideas in their mind using a spatrahgement of icons. The high value
of the lostness rating may indicate that adaptatime is required and better icon
designs and more icon vocabularies are necessathelfirst few tasks, users of the
Fitaly-based menu showed worse performance thahi¢narchical menu. The reason
is referring to the automatic result of the nexeston prediction. The test users
tended to keep searching instead of acceptinguggestions. In the following tasks,
the users showed more familiar with the interfadé Wwetter performance. The results
indicated our test users had taken benefits pravide the menu layout and the
prediction method.

The primary results show that the adaptive menuagmn offers a usable tool to
investigate. However, conforming MacKenzie et atésearch [24], it is potentially
efficient and fast for expert users, but it maydifécult and slow for novice users due
to the visual search requirement. Therefore, tierfiace should give the users both
options of menu layouts to choose. Other than tmgsipal movement time, it is
necessary to measure the visual scan time of bpghoaches to have optimal
guantitative test results, which calls for contiduesearch. Future work should be
done to gather data about how people might useinteface and how they
experience in real crisis situations.
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