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Abstract

Cognitive models can be used to generate the behavior of vir-
tual players in simulation-based training systems. To learn
from such training, the virtual players must display realistic
human behavior, and trainees need to understand why the other
players behave the way they do. This understanding can be
achieved by explaining the underlying reasons for the virtual
players’ behavior. In this paper, it is discussed how to design
cognitive models in such a way that they are able to explain the
behavior they generate. Three users studies were carried out to
assess what type of explanations are useful for training, and
how that relates to cognitive model design. Several guidelines
for developing explainable cognitive models are proposed.

Keywords: Explanation, Cognitive modeling, Task analysis,
Virtual training.

Introduction

Virtual training systems are increasingly used for training of
complex tasks such as fire-fighting, crisis management, ne-
gotiation and social skills. To create valuable learning ex-
periences, the virtual characters in the training scenario, e.g.
the trainee’s colleagues, opponents or team members, must
display realistic behavior. Realistic behavior can be ensured
by letting humans play these roles. However, the characters
in virtual training systems often have specialist tasks which
can only be played by experts, and human experts are of-
ten scarcely available. Alternatively, required human be-
havior can be represented in cognitive models, which gives
trainees the opportunity to train whenever and wherever they
like (Heuvelink, 2009).

A valuable learning experience requires more than inter-
action with virtual players displaying realistic behavior. To
learn from training, trainees must (eventually) understand the
behavior of the other players. Instructors can explain the mo-
tives behind other players’ behavior, but that would reintro-
duce the availability problems with experts just mentioned.
Preferably, cognitive models representing human behavior
also have the ability to explain that behavior.

There are several systems providing explanations about
non-human player behavior in virtual training systems, e.g.
Debrief (Johnson, 1994), XAI I (Van Lent, Fisher, & Man-
cuso, 2004) and XAI II (Gomboc, Solomon, Core, Lane,
& Lent, 2005; Core et al., 2006). However, none of these
systems obtain their explanations directly from the cognitive
models of virtual players. The XAI I system only provides
explanations about the physical states of virtual players, e.g.
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their location and health. Debrief determines what must have
been the beliefs of a virtual player, but does not have access
to its actual beliefs. XAI II gives explanations in terms the
underlying motivations of virtual players if those are repre-
sented in simulation, but this is often not the case. Moreover,
as far as we know, the explanations of these systems are not
empirically evaluated.

We advocate an approach that connects behavior genera-
tion and explanation. In other words, the cognitive mod-
els used to generate behavior can also be used to explain
that behavior. The models are not necessarily similar to hu-
man reasoning, as long as they generate useful explanations.
In this paper, we discuss three explorative studies in which
users evaluate explanations generated by explainable cogni-
tive models on their usefulness for learning. Based on the
results, we present guidelines for designing explainable cog-
nitive models.

The paper is organized as follows. First, we discuss what is
known about how people explain behavior. Second, we intro-
duce an approach for explainable cognitive models. Then, we
describe three user studies evaluating explanations of these
models, and discuss the results. From this discussion, we ab-
stract guidelines for modeling and explaining virtual player
behavior. We end the paper with a conclusion and sugges-
tions for future research.

Explaining behavior

Keil provides an extensive overview of explanation in gen-
eral, in which he categorizes explanations according to the
causal patterns they employ, the explanatory stances they
invoke, the domains of phenomena being explained, and
whether they are value or emotion laden (Keil, 2006). Hu-
mans usually understand and explain their own and others’
behavior by adopting the intentional stance.

Dennett distinguishes three explanatory stances: the me-
chanical, the design, and the intentional stance (Dennett,
1987). The mechanical stance considers simple physical ob-
jects and their interactions, the design stance considers en-
tities as having purposes and functions, and the intentional
stance considers entities as having beliefs, desires, and other
mental contents that govern their behavior. The intentional
stance is closely related to the notion of folk psychology. Folk
psychology refers to the way people think that they think, and
determines the language they use to describe their reasoning
about actions in everyday conversation (Norling, 2004).

Attribution theory is one of the most important theories
on people’s behavior explanations, and focuses on the vari-



ous causes that people assign to events and behavior (Heider,
1958; Kelley, 1967). External attribution assigns causality to
factors outside of the person, e.g. the weather. Internal attri-
bution assigns causality to factors within the person, e.g. own
level of competence. Related to attribution theory is the con-
cept of explanatory style, i.e. people’s tendency to explain
causes of events in particular ways (Buchanan & Seligman,
1995). People with a negative explanatory style believe that
positive events are caused by things outside their control and
that negative events are caused by them. People with a posi-
tive explanatory style, in contrast, believe that positive events
happened because of them and that negative events were not
their fault. Explanatory style is part of someone’s personality.

Attribution theory is criticized for not making a distinction
between the explanation of intentional and unintentional be-
havior (Malle, 1999). In reaction, Malle provided a frame-
work with different explanation modes. One explanation
mode considers explanations about unintentional behavior,
and three explanation modes consider explanations about in-
tentional behavior: reason, causal history, and enabling fac-
tors explanations. Reason explanations are most often used
and consist of beliefs and goals, causal history explanations
explain the origin of beliefs and goals, and enabling factors
explanations consider the capabilities of the actor.

A lot of research on explaining computer program behav-
ior has been done in the field of expert systems (Swartout &
Moore, 1993). Usually, outcomes like diagnoses or advices
are explained by the steps that lead to it, e.g. the rules that
were applied. It was found that the purpose of explanation
has to be taken into account during system design. The infor-
mation needed in explanations must be present, even though
not necessary for the generation of behavior.

Putting these findings into the perspective of cognitive
modeling and virtual training: trainees should get to under-
stand the intentional behavior of virtual players. Different
explanation theories use different terms for people’s expla-
nations of (intentional) human behavior. But whether called
intentional, folk or reason explanations, they all refer to ex-
planations in terms of mental concepts like beliefs, intentions
and goals. Furthermore, when a cognitive model has to deter-
mine the behavior of a virtual player, it must be executable,
e.g. by implementing the model in a cognitive architecture.
From explanation research on expert systems we learned that
the concepts needed for explanation must be present in the
design. Consequently, to develop explainable cognitive mod-
els, concepts like motivations, beliefs, and goals need to be
explicitly represented in the model.

An explainable cognitive model

Virtual players in training systems usually perform relatively
well defined tasks. We therefore represent their behavior
in the form of task hierarchies. Hierarchical task analy-
sis is a well established technique in cognitive task analy-
sis, and connects internal reasoning processes to external ac-
tions (Schraagen, Chipman, & Shalin, 2000). A task hierar-

chy has one main task, which is divided into subtasks, which
are divided into subtasks, etc. Subtasks that are not divided
are actions that can directly be executed in the environment.
Adoption conditions are connected to each subtask, specify-
ing the conditions under which a subtask can be adopted. Sar-
dina et al pointed out the similarities between task hierarchies
and BDI (Belief Desire Intention) models (Sardina, De Silva,
& Padgham, 2006). The tasks and adoption conditions in a
task hierarchy can be seen as goals and beliefs, respectively
(see Figure 1). In earlier work we have elaborated the use of
goal hierarchies for the representation virtual player behavior,
and shown how these models can be implemented in a BDI
(Beliefs Desire Intention) architecture, and thus be made ex-
ecutable (?, ?).

Figure 1: Example of a goal hierarchy.

There are four goal-subgoal relations: an all relation means
that all subgoals must be achieved to achieve a goal, one
means that exactly one subgoal must be achieved to achieve
a goal, seq means that all subgoals must be achieved in a par-
ticular order to achieve a goal, and if means that a subgoal
must only be achieved under certain conditions, i.e. when
the player has certain beliefs. These relations yield different
action types, i.e. the relation of an action to its parent goal.

An action can be explained by the goals and beliefs respon-
sible for that action. However, providing the whole trace of
beliefs and goals delivers long explanations with irrelevant
information (Keil, 2006), in particular, with big goal hierar-
chies. Instead, a selection of ’explaining elements’ can be
provided to the trainee. For example, Action C in Figure 1
could be explained by Goal B, Goal A, belief 3, belief 1 or
Action E (provided that E must follow C). More general, an
action can be explained by different explanation types, re-
spectively, the goal directly above an action (G+1), the goal
two levels above an action (G+2), the beliefs one level above
an action (B+1), the beliefs two levels above an action (B+2),
and the goal or action that will be achieved after an action
(Gnext).

Theories on human behavior explanation do not describe
which explaining mental concepts should be part of an ex-
planation. Malle’s framework, for instance, does distinguish
beliefs and goals in reason explanations, but does not (yet)
describe in which situations which type is used more of-
ten (Malle, 1999). We performed three user studies to in-
vestigate which explanation types are considered useful to in-
crease understanding of the training task. In particular, we
investigated which explanation type is preferred for which ac-
tion type. Our hypotheses are related to explanation stance,



length and type: 1) explanations in terms of beliefs and goals
are appropriate for explaining virtual player behavior, 2) pre-
ferred explanations are relatively short and contain a selection
among explaining beliefs and goals, and 3) preferred expla-
nation type depends on the type of the action to be explained.

Three user studies

In this section we will give overviews of Study 1 (Harbers,
Bosch, & Meyer, 2009b), 2 (Harbers, Bosch, & Meyer, 2010)
and 3 (Broekens et al., 2010), and then discuss the results to-
gether. Only the results that are relevant for the discussion
in this paper are presented. In all studies, the subjects were
provided with a training scenario, and then asked to provide,
select or judge explanations for several of the actions of the
player(s) in the scenario. The independent variable in the
studies is action type (actions with an all, seq, one or if re-
lation to their parent) and the dependent variable is preferred
explanation type (G+1, G+2, B+1, B+2, or Gnext). The ex-
planations presented to the subjects were generated by imple-
mented cognitive models of the virtual players.

Study 1: Onboard firefighting

Domain and task. The domain was onboard firefighting.
The role to be trained was that of Officer of the Watch (OW),
the person in command when there is a fire aboard a ship.

Subjects. The subjects (n=8) were instructors of the Royal
Netherlands Navy and all expert on the training task.

Material. We used the CARIM system, a virtual training
system for onboard firefighting (Bosch, Harbers, Heuvelink,
& Van Doesburg, 2009). Three of the characters in the train-
ing scenario were modeled and implemented. The implemen-
tation was done in the programming language 2APL (Dastani,
2008). Questionnaires were administered to the subjects.

Procedure. Subjects played one scenario (approx 20 min-
utes), using the CARIM system, in which they were con-
fronted with a fire aboard a Navy ship. Subsequently, they
received a list with 12 actions of players in the scenario, and
were asked to explain them in a way they considered useful
for increasing trainees’ understanding. Then, they received
the same list of 12 actions, this time with four explanation
alternatives (G+1, G+2, B+1, B+2) for each action. The sub-
jects were asked to indicate which of the alternatives they
considered most useful for increasing trainees’ understand-
ing.

Results. Regarding the first part of the questionnaire, we
counted the number of elements in each of the subjects’ own
explanations, where an element is a goal, a fact, etc. Of the
88 explanations in total, 62 contained 1 element and 26 con-
tained 2 elements. Furthermore, we categorized the elements
in the subjects’ explanations in different mental concepts. We
were able to categorize all elements as either a belief or a
goal: 52 beliefs and 62 goals. Table 1 shows the results of the
second part of the questionnaire, the multiple choice ques-

Action type Explanation type
G+1 G+2 B+l B+2
All (3 actions) | 33% 50% 13% 4%

Seq (9 actions) | 51% 21% 28% 0%

Table 1: Percentages of preferred explanation types per action
type (n=8).

tions. The agreement among the subjects for these results
differed per action: for 5 actions at least 75% of the subjects
preferred the same explanation, for 6 actions at least 50%,
and for 1 action there was no explanation which at least 50%
of the subjects preferred.

Study 2: Firefighting
Domain and task. The domain of this study was civil fire-
fighting, and the role of the trainee was leading firefighter.

Subjects. The subjects (n=20) in Study 2 were unfamiliar to
the training task. An advantage of non-expert subjects is that
they do not have to imagine how useful the provided expla-
nations are for understanding the training task. Instead, they
can introspect to determine which explanations they consider
useful. A disadvantage, on the other hand, is that non-experts
cannot be expected to provide useful explanations for expert
task actions themselves.

Material. A cognitive model of a leading firefighter was
developed and implemented, again in 2APL. Questionnaires
were used for the evaluation.

Procedure. The subjects were briefed about the training
scenario, which involved a fire in a house. Subsequently, they
received a list of 16 actions of the leading fire-fighter in the
scenario with each four explanation alternatives (G+1, G+2,
B+1, and Gnext). They were asked to indicate which expla-
nation they considered most useful for understanding the task
of leading fire-fighter.

Action type Explanation type

G+1 G+2 B+l Gnext
All (5 actions) | 25% 16% 50% 9%
One (4 actions) | 8% 8% 85% 0%
Seq (4 actions) | 43% 14% 34% 10%

If (3 actions) 2% 2% 97% 0%

Table 2: Percentages of preferred explanation types per action
type (n=20).

Results. Table 2 gives an overview of the results. For 7 of
the actions at least 75% of the subjects preferred the same
explanation, for 8 actions at least 50%, and for 1 action there
was less than 50% agreement.

Study 3: Cooking

Domain and task. The domain of this study was cooking,
and the training task was making pancakes. We purposely se-
lected a simple training task, so that it was easy to find people



that could be considered experts.

Subjects. The subjects (n=30) were all familiar to this task.

Material. A cognitive model of a cook able to make pan-
cakes was developed. The model was implemented in the
programming language GOAL (Hindriks, 2009). Again, ques-
tionnaires were used for the evaluation.

Procedure. First, the subjects were briefed about the train-
ing scenario. Subsequently, they were asked to explain 11 of
the cook’s actions as they would to a student cook. Next, the
subjects had to rate given explanations for all the 11 actions
on their naturalness and usefulness on a scale of 1 to 5. The
subjects were divided over condition 1, 2 and 3 in which they
had to rate explanations of type G+1, B+1 and Gnext, respec-
tively. In the last part of the questionnaire the subjects were
shown the underlying goal hierarchy of the virtual player, and
they were asked to indicate in the hierarchy by which beliefs
and/or goals they would use to explain each of the 11 actions.

Results. The results of the subjects rating the usefulness of
given explanations are shown in Table 3 (one of the actions
was excluded from the analysis). The numbers are the av-
erage ratings of 10 subjects on 3 or 4 actions. The average

Action type Explanation type
G+1 B+1 Gnext
All (3 actions) | 3.2 2.5 34
One (3 actions) | 3.0 2.4 2.0

Seq (4 actions) | 2.9 2.8 1.8

Table 3: Average usefulness scores (scale 1-5) of action type
per explanation type (n=30, n=10 per condition).

number of goals and/or beliefs that the subjects selected in
the goal hierarchy for using in an explanation themselves was
1.7. One of the 30 subjects scored very high, and without this
subject the average number of selected elements was 1.5.

Discussion

In this section we discuss the results of the user studies aiming
to extract guidelines for developing and explaining cognitive
models. The discussion is organized according to the three
hypotheses concerning explanation stance, length and type.

From literature we learned that people adopt the intentional
explanatory stance when they explain (intentional) human
behavior. In other words, human(-like) behavior is explained
by mental concepts such as beliefs and goals. The results of
Study 1 show that it is possible to categorize the subjects’ ex-
planations in beliefs and goals, i.e. they are compatible with
the intentional stance (we do not claim that this is the only
way to categorize these explanations). In Study 3, the sub-
jects’ explanations were not categorized systematically, but
an examination of the explanations provides a similar picture.
Thus, the results confirm that people explain human-like vir-
tual player behavior by the underlying beliefs and goals.

The results confirm our hypothesis that preferred explana-

tions are relatively short. We expressed explanation length
by the number of elements in an explanation, where an ele-
ment is a fact, a goal, etc. In Study 1, the subjects’ expla-
nations had an average length of 1.3 elements, and in Study
3 the subjects selected an average of 1.7 elements from the
goal hierarchy (1.5 if one outlier is eliminated from the data).
The lower average in Study 1 might be due to the fact that the
subjects had to write down complete explanations, whereas
in Study 3 they only had to mark numbers of elements. So as
expected, people’s explanations about virtual player behavior
usually only contain one or two elements.

As the results discussed so far confirm that explanations
contain a selection of beliefs and goals, it makes sense to ex-
amine people’s preferred explanation type. In Study 1, ex-
cept for explanations of type B+2, all explanation types (G+1,
G+2, B+1) were sometimes considered most useful by more
than 50% of the subjects. In Study 2, for actions of type one
and if, explanations containing a belief (B+1) were clearly
preferred, and for actions of type all and seq, also explana-
tions of other types (G+1 and G+2) were sometimes preferred
by more than 50% of the subjects. These results are consis-
tent with Study 1, in which only all and seq actions were
examined. In Study 3, unlike Study 2, for all action types,
explanations of type G+1 were on average rated higher than
those of type B+1. Like in Study 2, for action types one and
seq, Gnext explanations received relatively low ratings, and
for actions of type all, they were highly rated. The usefulness
of type Gnext explanations is closely related to the underlying
cognitive model, which will be discussed in the next section.
Interestingly, in the last part of Study 3, subjects often se-
lected both a belief and a goal as their preferred explanation.

A remarkable difference between Study 1 and 3 on the one
hand, and Study 2 on the other hand is that goal-based ex-
planations were generally stronger preferred in the former,
and belief-based explanations in the latter. A possible reason
is that the subjects in Study 2 were unfamiliar, and those in
Study 1 and 3 familiar with the training task. Data suggest
that, on average, beliefs carry more idiosyncratic information
and are harder to infer than goals (Malle, 1999). For subjects
unfamiliar with a training task, belief-based explanations may
provide more information underivable from the context than
goal-based explanations. And expert subjects may not realize
that goal-based explanations are easier to infer for trainees.
Another explanation is that experts, more than non-experts,
focus on the bigger picture of a virtual character’s behavior.
The subjects in Study 1 may be expected to know what would
help trainees as they were instructors and had, besides being
expert on the training task, didactical knowledge.

To conclude, action type is sometimes, but not always pre-
dictive for preferred explanation type. Of all studies, only
Study 3 indicates to what extend explanations are preferred.
The highest usefulness scores on action type all, one and seq
are 3.4, 3.0 and 2.9, respectively. The scores are not low (all
above the average of 2.5), but not very high either. In the ex-
periments, we only provided subjects with explanations con-



taining one element, but the results seem to indicate that both
beliefs and goals carry important information.

Modeling and explanation guidelines

Though the results of the three studies give no conclusive ev-
idence, they provide directions for modeling and explaining
virtual player behavior. In this section we present a set of
guidelines for designing and explaining cognitive models.
The design and explanation of cognitive models are closely
related in our approach. Though a virtual player’s beliefs and
goals remain unknown for users when a cognitive model is
executed, they become visible when its behavior is explained.
Thus, the elements in a cognitive model determine the content
of its explanations. Guideline: the goals and beliefs in a goal
hierarchy should be meaningful. Furthermore, two cognitive
models with different underlying structures may display the
same behavior, but generate different explanations. Figure
2, for instance, shows two possible positions of action E in
a goal hierarchy. When both relations in this hierarchy are
of the type seq, the position of action E does not effect the
model’s observable behavior, but it may influence they way
it is explained, e.g. when explanations of the type G+1 are
generated. Of course, developing a cognitive model always

|Action C||Action D|Action

[Action c||Action D|

Figure 2: Same behavior, different explanations.

should be done with care, but as illustrated, this holds for ex-
plainable cognitive models in particular. Guideline: careful
attention should be paid to the internal structure of the goal
hierarchy. Though obvious, these two guidelines are crucial
for developing useful explainable cognitive models.

In the previous section, we concluded that both beliefs and
goals carry important information for explanations. The re-
sults showed that beliefs directly above an action (B+1) were
considered most useful for explaining that action. Regard-
ing goal-based explanations, the studies are less conclusive;
several goal-based explanation types were considered useful
(G+1, G+2 and Gnext) for different actions. But all together,
goal-based explanations of type G+1 were most often pre-
ferred and highest rated. Moreover, people tend to use expla-
nation types B+1 and G+1 together. Guideline: explanations
should contain the belief(s) B+1 and the goal G+1.

The guidelines presented so far are general for all action
types and supported by the results of all three studies. More
specific guidelines that take action type into account can im-
prove the default explanations. In the remainder of this sec-
tion we will propose two additional, more specific guidelines.

In some cases an explanation of type Gnext can be added
to the default explanation of G+1 and B+1. In contrast to
G+1 and G+2 explanations, Gnext explanations do not con-

tain goals from a particular level above the action. The level
of the Gnext goal depends on the relations in the goal hi-
erarchy. Here again, the usefulness of a Gnext explanation
strongly depends on the underlying cognitive model. Con-
sider, for instance, the two goal hierarchies in Figure 3. Goal
B and C can be modeled as two neighboring goals or as goal
and subgoal, e.g. when goal A, B and C represent Report to
head officer, Go to the head officer and Report new informa-
tion, respectively. In the first case, achieving goal B enables
the achievement of goal C, and in the latter, goal C is achieved
by achieving B. In Study 3, Gnext explanations were consid-

Figure 3: Neighbors or parent and sub-goal.

ered useful for actions of type all, where for all these all type
actions it holds that their parents had a seq relation to their
parents. Guideline: for actions of type all, when their par-
ent goal has a seq relation, the explanation should contain the
goal Gnext besides B+1 and G+1. Addition of a Gnext goal
to the explanation may also be useful for other action types,
but we have no evidence for that.

Another exception to the default rule concerns actions of
the type one. The left side of Figure 4 represents a situation
where action B is followed by action C or D, for example, the
action Take money is followed by either Cycle to the shop or
Drive to the shop. Action C and D are explained by goal A
(G+1), e.g. Buy ingredients. However, a goal can only have
one relation to its subgoal/actions, so the goal hierarchy in the
left side is not allowed. The right side of Figure 4 shows how
this situation should be represented. Goal A has a relation seq
to its children, and a new goal X is introduced, e.g. Go fo the
shop, with a relation one to its children. Now, when action C
and D are explained by their parent goal X, the explanation is
not informative (I cycle to the shop because I want to go to
the shop). In this case, it would be better to provide goal A as
an explanation (I cycle to the shop because I want to buy in-
gredients). Although it may result in redundant goal-subgoal

Goal A

|Action BHActic;ln CHAct\i\on D| | Action C ||Action D|

Figure 4: Explanation of actions with a one relation.

relations, we believe that from an explanation point of view
a goal should have only one relation to its subgoals, as this
simplifies interpretation of the cognitive model. Guideline:
to explain actions of type one, instead of goal G+1, goal G+2
should be provided (i.e. B+1 and G+2).



Conclusion

In this paper we analyzed the results of three user studies in-
vestigating people’s preferred explanations of virtual player
behavior. From the analysis, we extracted a set of guidelines
for developing and explaining cognitive models. In general,
modeling should be done carefully, and by default, an ac-
tion should be explained by the goal and belief directly above
the action, i.e. explanation types G+1 and B+1. In addition,
we introduced two guidelines for specific action types, which
show how default explanations can be improved by providing
extra or other elements in the goal hierarchy. More exper-
imentation is needed for introducing more of these specific
guidelines.

Another way to improve the explanations is by extending
the cognitive model, for instance, by adding beliefs. Be-
liefs can contain information about the environment, e.g. re-
sources that are available or events that just occured. Such
beliefs are useful in particular and most often connected to
if and one type actions. Beliefs can also contain information
about internal reasoning processes, e.g. the given action is
not yet executed, or a preceding action is executed. Such be-
liefs are more often connected to all and seq type actions. In
these cases, it can be useful to add extra beliefs containing
background information as adoption conditions. These back-
ground beliefs are always believed by the virtual player, so
they do not effect the player’s observable behavior, but they
do add useful information to explanations.

There are many other directions in which this work can be
extended. For instance, the cognitive models can be extended
with emotions, a user model in which the trainee’s knowledge
is modeled can be used to select explanations, and the success
of the approach in other domains can be examined. In future
work we will first validate the present approach by comparing
understanding of played training scenarios of trainees who
did and did not receive explanations about virtual player be-
havior.
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