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Evaluating Cognitive and Affective Intelligent
Agent Explanations in a Long-Term Health-Support
Application for Children with Type 1 Diabetes
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Abstract—Explanation of actions is important for transparency
of-, and trust in the decisions of smart systems. Literature
suggests that emotions and emotion words - in addition to
beliefs and goals - are used in human explanations of behaviour.
Furthermore, research in e-health support systems and human-
robot interaction stresses the need for studying long-term inter-
action with users. However, state of the art explainable artificial
intelligence for intelligent agents focuses mainly on explaining an
agent’s behaviour based on the underlying beliefs and goals in
short-term experiments. In this paper, we report on a long-term
experiment in which we tested the effect of cognitive, affective
and lack of explanations on children’s motivation to use an e-
health support system. Children (aged 6-14) suffering from type
1 diabetes mellitus interacted with a virtual robot as part of
the e-health system over a period of 2.5 - 3 months. Children
alternated between the three conditions. Agent behaviours that
were explained to the children included why 1) the agent asks
a certain quiz question; 2) the agent provides a specific tip
(a short instruction) about diabetes; or, 3) the agent provides
a task suggestion, e.g., play a quiz, or, watch a video about
diabetes. Their motivation was measured by counting how often
children would follow the agent’s suggestion, how often they
would continue to play the quiz or ask for an additional tip, and
how often they would request an explanation from the system.
Surprisingly, children proved to follow task suggestions more
often when no explanation was given, while other explanation
effects did not appear. This is to our knowledge the first long-
term study to report empirical evidence for an agent explanation
effect, challenging the next studies to uncover the underlying
mechanism.

Index Terms—Explainable AI, Long-term human-agent inter-
action, Goal-based XAI, Emotions in explanations

I. INTRODUCTION

Humans are increasingly supported by Artificial Intelligence
(AI), for example, at home using virtual assistants, in health
care settings, and in education [1]. Transparency of why such
systems provide particular advice or choose certain actions, as
well as user trust in such systems, is important [2]-[4]. There-
fore, the ability to provide explanations to motivate the rea-
soning behind the AD’s decisions, i.e., eXplainable Al (XAI),
becomes increasingly important. This trend is supported by
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the recent General Data Protection Regulation (GDPR) law,
which states that users have the right to explanations [5].

Current XAI for agents is often based on folk psychology,
i.e., how humans in their everyday lives explain their decisions
amongst each other [6]. Such explanations are based on the
beliefs and goals of the system. For example, ‘I suggest you
watch this video about diabetes because I think (a system
belief) it contains valid information about proper blood sugar
levels, and I want (a system goal) you to learn when your
blood sugar level would be too low’. Using beliefs and/or
goals for explaining intentional behaviour is common in both
human-human communication and in XAI [7]-[11]. We refer
to this as providing cognitive explanations.

Literature suggests that emotions and emotion words - in
addition to beliefs and goals - are used in human explanations
of behaviour [12]-[14]. Humans explain their decisions also
based on their emotions. For example, ‘I called the hospital
because I was scared (emotion) that I might have a hypo
(too low blood sugar level)’. As such, explanations of agents
based on beliefs and/or goals may not always be sufficient
and emotions may be required as part of the explanations in
human-agent interaction [15].

Furthermore, research in e-health support systems and
human-robot interaction stresses the need for studying long-
term interaction with users [1], [16]-[18]. However, state of
the art of XAI for intelligent agents has focussed mainly
on explaining an agent’s behaviour based on the underlying
beliefs and/or goals in short-term experiments [4], [8], [11],
[19].

In this paper, we report on a long-term experiment in which
we tested the effect of cognitive, affective and lack of expla-
nations on children’s motivation to use an e-health support
system. Children (aged 6-14) suffering from Type 1 Diabetes
Mellitus (T1DM) interacted with a virtual robot as part of the
e-health system over a period of 2.5 to 3 months. Children
alternated between the three conditions. Agent behaviours that
were explained to the children included why 1) the agent asks
a certain quiz question; 2) the agent provides a specific tip (a
short instruction) about diabetes; or, 3) the agent provides a
task suggestion, e.g., play a quiz, or, watch a video about
diabetes. Their motivation was measured by counting how
often children would follow the agent’s suggestion, how often
they would continue to play the quiz or ask for an additional
tip, and how often they would request an explanation from the
system.



II. MOTIVATION, RELATED WORK, AND HYPOTHESIS

First, we motivate why intelligent agents in consequential
domains, such as health-care, must be able to explain their
behaviour. As computer systems become more powerful, more
complexity is introduced in their decision making [4]. To
maintain trust in a system in the long-term, the system must
be clear about the task it is trying to achieve [1]. Lack of
trust in a behaviour change system causes users to not rely
on the given advice [20], and can cause them to misuse or
even abandon the system [21]. XAI has been shown to have
a positive impact on a user’s trust in several studies [2], [3],
[22], [23]. Indeed, such consequential domains often include
explainable Al for transparency and intelligibility [6].

Now we motivate why emotions need to be considered in
the generation of explanations. XAl is typically based on how
humans explain their behaviour amongst each other, i.e., on
folk psychology [12], [13], [24]. This refers to the use of
beliefs, goals and emotions to explain behaviour [13], [14].
Explanations using beliefs and goals (which we call cognitive
explanations) are often used in XAI [7]-[11]. However, using
emotions and emotion words for explanations (which we call
affective explanations) has not yet been properly tested in
XAI. Still, synthetic emotions expressed by agents have the
potential to influence user attitudes and behaviour [25], and
explanations of agents based on beliefs and goals may not
always be sufficient, emotions may be required as part of the
explanations in human-agent interaction [15].

Finally, we motivate why long-term experiments are es-
sential. Explanations are typically done by using the agent’s
beliefs and/or goals and in short-term experiments [4], [6],
[8], [11], [19]. However, the importance of testing long-term
effects has been stressed in human-robot interaction and e-
health [1], [16]-[18]. Long-term interaction typically has more
repetition of information and interaction patterns, and such
systems need to overcome novelty effects. Related work shows
that reasons to stop using a robot change over time [18]. In
the short-term, the robot must be enjoyable and easy to use,
in the long-term it must be functionally relevant.

The context of this work is the PAL project (a Personal
Assistant for a healthy Lifestyle). Here we develop a support
application with a (Nao) robot and virtual avatar thereof
that helps children (aged 6-14) with TIDM to cope with
their illness. The child sets personal learning goals with the
caregiver, such as, recognise hypo and correct blood sugar
accordingly. The PAL agent then shapes the activities to
support the child to achieve these goals. For example, during
the quiz PAL might ask the child what the child should do
when (s)he suddenly starts shaking and is feeling very hungry.
The child can then ask PAL why the agent asks the child this
question. The XAI module developed and reported upon here
enables the system to respond along the lines of: I would be
happy for you if you learn how to recognise that you have a
hypo, and learn what you should then do’.

Because agent explanation of action is important for trust
and motivation, because emotions need to be considered

as part of the explanations, and because XAI needs to be
evaluated in such long-term experiments, we address the
following question:

What is the effect of cognitive, affective and lack of
explanations on the motivation of children to use an
e-health support system in long-term interaction?

We look at several motivational effects of explanation style and
split our research question into four hypotheses. First, we want
to know if children appreciate and use explanations. We assess
this by measuring the total number of requested explanations.

Hypothesis 1: There is a difference in total number of
requested explanations induced by explanation style (cognitive
versus affective explanations).

Second, we expect explanations to have an effect on the
usage of the system. People desire to know the goals they are
pursuing when being educated [26], [27]. Explanations may
help a user to better understand why an action is proposed,
thereby understanding the learning goal. In previous work it
was found that adults, more than children, prefer goal-based
over belief-based explanations [11]. Here we are interested in
the effect of cognitive versus affective explanations.

Hypothesis 2: There is a difference in the average number
of questions in a quiz before children close it given the
explanation style (cognitive versus affective versus lack of
explanation).

Hypothesis 3: There is a difference in how often children
request an additional tip given the explanation style (cognitive
versus affective versus lack of explanation).

Finally, to directly assess the motivational value of expla-
nations, we look at how often a task suggestion by the system
is followed. We expect such task suggestions to be followed
more often when they are explained because in general people
are more motivated to learn something when they know why
they should learn it [26], [27].

Hypothesis 4: There is a difference in how often children
follow a task suggestion after they received an explanation,
induced by explanation style (cognitive versus affective versus
lack of explanation).

III. IMPLEMENTATION OF A MODEL FOR EXPLAINABLE Al

In our model, explanations consist of some raw content and
a presentation of the content. The content of the explanation
is the goal that the agent is pursuing with its behaviour. The
presentation is the resulting set of sentences generated. We
consider two different styles in which these sentences can be
formulated, (i.e., cognitive and affective explanations).

A. Explainable Actions

We explain three different types of actions shown by the
PAL agent. 1) Asking the user a quiz question (e.g., “What
should you do when you are experiencing a hypo whilst doing
sports?’). 2) Giving the user a tip of the day or shortly a tip
(e.g., “When your blood sugar level is below 4.0 mmol/L then



you have a hypo’). 3) Suggesting a task to do (e.g., ‘play the
quiz’ or ‘watch this video’).

Quiz questions and tips are activities that the child can do
within the system. A child can play a quiz as often and for as
many questions as they like. When a child requests a tip, then
(s)he can request next tips as often as (s)he likes. Suggesting
an activity happens when the child is shown a list of four
possible activities (‘tasks’) to do in the system. This always
happens when the application starts. Additionally, the child
can request a (new) list of possible tasks at any moment. The
PAL agent then always suggests that the top-most task would
currently be the best task to do. It can potentially motivate
this suggestion further by explaining why it thinks the child
should do that activity (See also figure 1). The text used to
suggest a task is chosen randomly from a set of pre-made
sentences. For example, in figure 1.a the text is ‘Let’s do the
first activity’ and in figure 1.c the text is ‘I think you should
do this first activity’. In the cognitive and affective styles, the
explanation and task suggestion texts are concatenated in a
single text balloon.

B. Content of explanations

The content of the explanations is the goal that the agent is
trying to pursue. Which is a common approach in XAI [7]-
[11]. However, an action often pursues multiple goals. For
example, (a proposal for) watching a video can be valuable
for a large list of unrelated learning goals (like, ‘recognise
hypo’, ‘be able to talk with friends about diabetes’, and ‘start
eating more vegetables’). This is a complicating factor since
an explanation loses its value when it becomes too long [28],
so we should not mention all the goals in an explanation.

Within PAL we chose a simple solution for this problem.
We pick a random goal as content for the explanation to show
the child why an activity is beneficial for the child’s self-
management. Clearly, we are not claiming that this is the best
way of selecting content for the explanation. However, we do
believe that this is a valid way that fits our purposes (i.e.,
measure the effect of explanations on a child’s motivation to
use the system in long-term interaction).

C. Presentation of explanations

With the content of the explanation being a single goal, we
still need to share this information with the child. So, we need
a way to transform it into some natural language sentence. We
do this partly by automation and partly by annotation. The
learning goals are annotated with a natural language sentence
that describes them, e.g., ‘how to recognise that your blood
sugar level might be too high (hyper), and what you should
then do’. We can then automatically put a sentence in front
of that that completes the explanation, e.g., ‘I want you to
learn..’. And, we can add a sentence behind to refer to the
explained action, like, ‘That is why I ask you this question’,
or ‘And that is why I gave you this tip (of the day)’. So a full
explanation can be: ‘I want you to learn how to recognise that
your blood sugar level might be too high (hyper), and what
you should then do. That is why I ask you this question.’

We differentiate the sentences before and after the descrip-
tion to prevent repetitiveness in sentences. For example, ‘I
want you to learn’ can be interchanged with ‘my aim is that
you learn’, and ‘That is why I ask you this question’ can be
interchanged with ‘So, remember the answer to this question
welll”. We have 3 different sentences to precede the goal
description and 5 different sentences for every explainable
action to follow it. We implemented the explanations in three
languages (English, Dutch, Italian), which is a strong proof of
concept that similar implementation is possible in at least a
large set of languages.

In addition, this implementation allowed us to differentiate
the style of the explanation. We consider cognitive explana-
tions and affective explanations. The cognitive explanations
are phrased like above, affective explanations use emotion
words in the phrasing of the explanations. For example, we
can exchange the sentence ‘I want to’ with ‘It would make
me happy if you’. In that way, the full explanation becomes:
‘It would make me happy if you learn how to recognise that
your blood sugar level might be too high (hyper), and what
you should then do. That is why I ask you this question.” This
shows that this implementation enables providing, with a very
simple manipulation of the sentence generation, explanations
in different styles.

IV. METHOD

We evaluated the different explanation styles in a long-term
(2.5 - 3 months) experiment.

A. PFarticipants

In total there were 48 (25 Dutch and 23 Italian) children
with TIDM aged 6-14. The children were recruited via
hospitals in the Netherlands and in Italy. There were no
consequences to dropping out intermediately.

B. Experimental Design

When a child logs into the system (s)he is set to an initial
experimental condition randomly. There are three possible
conditions, Cognitive Explanations, Affective Explanations,
and No Explanations. The children rotate between the three
conditions (within-subjects testing).

It was not possible to test our hypothesis between subjects
in this particular experiment. This experiment is part of a
larger project where multiple experiments have been tested
simultaneously. A requirement was therefore that all children
would see the same content in the system. This meant that
it was not possible to distribute the conditions randomly over
the children and then keep them in that condition.

There were two phases of the experiment. The system had
some small differences in the two phases. Task suggestions are
only given in the second phase. Quizzes and tips were given in
both phases. Furthermore, there were minor changes between
the phases in activities without explanations. The experimental
conditions switched per week in the first phase and per log-
in in the second phase. We changed this in the second phase
because many children used the system actively for only one or
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always shown a list of four possible tasks. The top-most task is then suggested by the PAL agent as being the ‘best’ to do at the current time. In screen-shot
(a) the PAL agent explains why it is a good task to do by providing a cognitive explanation, in (b) it provides an affective explanation, and in (c) it provides
no explanation for its suggestion. Finally, screen-shot (d) shows an example of an affective explanation given during the quiz.

two weeks, which causes them to not have enough exposure
to the different conditions. Children that participated in the
first phase were allowed to do so again in the second phase.
4 children (Dutch) and 9 children (Italian) did both phases.

Finally, both cognitive and affective explanations can be
offered to the children in two different ways. 1) On the
initiative of the PAL agent. Meaning the PAL agent simply
gives the explanation for its behaviour. 2) On the initiative of
the child. Meaning the system shows a question mark. The
child can choose to press the question mark of his/her own
accord. See figure 1.d for an example during the quiz.

Task suggestions are always explained when the child is
in the cognitive or affective condition, and they are always
explained on the initiative of the PAL agent. For the quiz and
the tips the PAL agent provides explanations automatically
20% of the time. The other cases the child is shown a
question mark. There is an exception to this. When the quiz
is opened through the task suggestions rather than manually,
then all questions in the quiz are for the same underlying goal
which has already been mentioned during (the explanation for)
the task suggestion itself. The explanations for the questions
would always have the exact same content. Questions during

a quiz opened in this way always only show a question mark.

C. Measures and Variables

For hypothesis 1, we test how often children request ex-
planations of their own accord. We count how often children
press the question marks (visible during the quiz and the tips)
given an explanation condition (cognitive or affective). There
is no measure in the no explanation condition since children
cannot request explanations in that condition.

For hypothesis 2, we count the number of questions a
child answered before closing the quiz. We then compute the
average quiz length in the different styles for that child.

For hypothesis 3, the number of times the child manually
request a ‘next tip’. When the child receives a tip of the day,
then the child can choose to either close the screen or press the
‘next tip” button. We compute the average of next tip presses
in the different styles for that child.

For hypothesis 4, we test whether children are more inclined
to follow task suggestions in the different conditions (cog-
nitive, affective, and lack of explanations). When presented
with a task suggestion, the child can accept the suggestion by
pressing the top-most task in the screen (see figure 1), or the



child can reject the suggestion by either closing the screen or
choosing another task in the list. We log the child’s decision
and measure the percentage of times the child actually chooses
the suggested task given the explanation condition.

D. Material & Set-Up

There are two main locations where children interact with
the PAL system, at home and at the hospital. At the hospital,
the children interact with a physical Nao robot from Aldebaran
and the PAL system. There they interact with a Health-Care
Professional (HCP) and a researcher present. At home, they
get a tablet with a virtual avatar of the robot and the same
health-care applications (quiz, sorting game, etc.). At home,
they interact with the system individually.

E. Procedure

Children were first invited to come to a hospital. There they
were introduced to the PAL agent and system. Together with
the HCP, they set some specific goals to advance their self-
management of their diabetes (e.g., ‘learn to recognise when
you might have a hypo’). The system shapes the activities and
task suggestions to work towards those goals. At the end, the
children were given the tablet with the avatar to take with them
to their houses. For 2.5 to 3 months they could play with the
PAL system as often and long as they wanted. At the end of
the period, they were invited to the hospital again.

V. RESULTS

One child (out of 48) was excluded from analyses due to a
glitch in the data caused by a system error. The remaining
47 children had an average of 19 log-ins (STD = 12.9,
minimum = 1, maximum = 55). Only three children requested
an explanation in both the cognitive and the affective style. In
section VI, we discuss possible improvements on our method
for addressing the first hypothesis in future work.

For the second hypothesis, a one-way within subjects (or
repeated measures) ANOVA was conducted to compare the
effect of (IV) explanation style (cognitive, affective, and no
explanations) on (DV) the average length of the quiz measured
by the number of questions. There was no significant effect
of the IV explanation style, Wilks’ Lambda = 0.88, F (2,19)
= 1.319, p = .291.

For the third hypothesis, a one-way within subjects (or
repeated measures) ANOVA was conducted to compare the
effect of (IV) explanation style on (DV) how often children
request another tip. There was no significant effect of the IV
explanation style, Wilks’ Lambda = 0.93, F (2,45) = 1.772, p
=.182.

Finally for the fourth hypothesis, a one-way within subjects
(or repeated measures) ANOVA was conducted to compare the
effect of (IV) explanation style on (DV) the percentage of task
suggestions followed by the children. There was a significant
effect of the IV explanation style, Wilks’ Lambda = 0.60,
F(2,13) = 4.285,p = .037. In addition, three paired samples
t-tests were used to make post hoc comparisons between
conditions. A first paired samples t-test indicated that there was

Average Quiz Length

Average humber of questions

No Explanation Cognitive Affective

Explanation Style

Fig. 2. The average number of questions per child and per style before
children close the quiz in the different explanation styles.

Average Number of Next Tip Requests

Estimated Marginal Means

No Explanation Cognitive Affective

Explanation Style

Fig. 3. The average number of times per child and per style that children
requested a next tip in the different explanation styles.

a significant difference in the percentage of task suggestions
followed for no explanations (M = 23%, SD = 28%) and
cognitive explanations (M = 7%, SD = 15%) conditions;
t(14) = 2.204,p = 0.045. A second paired samples t-
test indicated that there was a significant difference in the
percentage of task suggestions followed for no explanations
(M = 23%, SD = 28%) and affective explanations (M =
11%, SD = 27%) conditions; ¢t(14) = 2.505,p = 0.025. A
third paired samples t-test indicated that there was no signifi-
cant difference in the percentage of task suggestions followed
for cognitive explanations (M = 7%, SD = 15%) and
affective explanations (M = 11%, SD = 27%) conditions;
t(14) = —0.501, p = 0.624. With a LSD test these values are
significant; however, if we consider a Bonferroni correction
then the significance threshold is 0.0167. So, the ANOVA test
shows that explanation style has an effect on the percentage of
task suggestions followed by the children; however, the post
hoc tests are inconclusive concerning the effect’s direction.
We did an additional test where we combined the cog-
nitive and affective conditions and compared the combined
(any explanation) group against the no explanation group. A
paired samples t-test indicated that there was a significant
difference in the percentage of task suggestions followed for



no explanations (M = 23%, SD = 28%) and any explanations
(M = 9%, SD = 16%) conditions; ¢(14) = 2.950, p = 0.011.
This final test indicates that providing no explanations for task
suggestions correlates with children following the suggested
tasks more often.

Percentage of Task Suggestions that Children Follow

0%

15%

Percentage

10%

Mo Explanation Cognitive Affective

Explanation Style

Fig. 4. The percentage of task suggestions that children follow in the different
explanation styles.

VI. DISCUSSION

The results come from a long-term ‘in the wild’ study.
We recruited children aged 6-14 diagnosed with with TIDM.
We are dealing with a real-world system (PAL) which is
far more representative than a lab experiment could have
been. However, this also means that the experiment was
difficult to control. Children could stop the interaction with the
system at any point in time. They could potentially request an
explanation and close the application before the avatar could
present it. Still, the system and the explanations were running
robustly during the period of three months.

We found that explanation style influences how often chil-
dren follow task suggestions. We found no further significant
effects. This might be because the exposure of explanations
during task suggestions was high. Every time children log-
in the system the first thing they saw was a task suggestion
which (in the cognitive and affective conditions) is always
explained. During the quiz and the tip the explanations were
not often explained in a forced manner. Most of the time,
the children would only see a question mark that they could
press of their own accord. The results show that children did
not press the question marks often. Since children already see
an explanation in 20% of the cases, a case might be added
in future work where children get no forced explanations to
prevent potential saturation effects.

We did not expect that the no explanation condition would
correlate with task suggestions being followed more often. We
offer three possible explanations for this. 1) A straightforward
explanation is that children simply do not read the longer texts
in explained task suggestion (see also figure 1 for examples
of differently explained task suggestions). This would result
in more randomly chosen tasks from the menu. This would
mean that the in literature suggested length of explanations

[8] is still too long when applying explanations in a long-
term experiment with child users. 2) Another possibility is
that children do read and understand the explanations but they
sometimes think they already know what the task is supposed
to teach them. For example, if the PAL agent says the child
should do a quiz because it teaches the child how to recognise
when one might have a hypo, and if the child thinks (s)he
already knows this, then the child is more likely to choose
another task instead. This would relate to literature about
teaching and learning, where it is suggested that explaining
the importance of educational material helps students to orient/
plan their behaviour better themselves [29]. This would imply
there is a positive effect of explanation style on the child’s
behaviour in the system. 3) The child might sometimes get
stubborn from the explanation. Thinking something along the
lines of ‘I don’t feel like practising / doing that!’. Which causes
them to choose different tasks.

Future work should determine the underlying mechanism of
why certain explanation styles change the users’ behaviour in
long-term interaction. A possible approach is to (sometimes)
‘ask’ the users why they chose a particular task after their
selection. This was not possible in the here presented work
due to limitations imposed by the project; however, it is our
recommendation for future long-term experiments in this area.
Secondly, the work here indicates that there is insufficient
knowledge on when and how affective explanations should
be used. When varying the style (but not the content) of your
explanations, then (in the long-term) this may only trigger
subtle differences in the users. A formal model of when a
particular type of explanation is preferred is beneficial for
further research in this area as this enables testing such a model
against randomly chosen styles.

VII. CONCLUSION

In this paper, we presented results from a long-term (2.5
- 3 months) experiment on the effect of explanations on the
motivation of children to use an e-health system involving
interaction with a virtual robot. We considered cognitive
explanations (based on the beliefs and goals of the agent),
affective explanations (also using emotions of the agent for
generating the explanation), and no explanations (providing
no explanations at all for the agent’s behaviour). The ex-
planations were implemented in an in-the-wild autonomous
health-support application for children (aged 6-14) suffering
from T1DM. We found that explanation style influences how
often children follow task suggestions. Specifically, the results
indicate that children follow the suggestions more often when
no explanation is given. We found no other significant ef-
fects of explanations in this study. Although no effect was
found of cognitive versus affective explanations, this is to our
knowledge the first evidence that explanations impact long-
term human-agent interaction and system usage. Our results
also show that counter-intuitive effects of agent explanations
may be expected when used with children, and, that more
research is needed to understand why lack of explanations
seems to correlate with following task suggestions.
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